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Abstract 

 

The terms “real-time mining and streaming of data” have become 

gained immense popularity in the data field where they have access to 

the fastest and the latest data on a real-time basis. Real-Time-Mining 

attempts to develop a real-time framework to minimize adverse 

environmental impact and increase resource efficiency. The real-time 

analysis deals with a huge rate of change in data which needs to be 

processed and updated frequently and rapidly. Data Mining 

encompasses a multi-disciplinary field. This combines several domains 

such as artificial intelligence (AI), statistics, machine learning, database 

technology, etc. The key objective of data mining is to explain the past 

and predict the future. This is achieved by exploring and analyzing a 

huge amount of data almost on a real-time basis from diverse datasets 

and sources. This process can be termed Knowledge Discovery. Data 

Mining endeavors to store the data in the local data set, hosted by local 

computers that are connected to the computer networks. In the real 

world, data has become large and almost unmanageable with several 

data streams. Extraction of numerous knowledge structures from 

continuous and rapid data records is called data stream mining. A data 

stream includes an ordered sequence of several instances. The latter can 

be read only once or a few times in many data stream mining 

applications by employing the available computing and storage 

capabilities in the information technology world. Though the 

technology comes to real-time distributed mining of complex data 

streams, ample research has already been conducted on decreasing 

computation cost, ensuring enhanced data privacy at the distributed 

sites, and optimal deployment of limited assets. The key characteristics 

of mining complex data streams include huge volume of continuous 

incoming infinite data; the nature of the data is fast-changing, 

necessitating a fast real-time response. The data become multi-

dimensional in nature. Since the data set is complex, some of the 
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challenges to be addressed are unbounded memory requirements. The 

current paper analyses how effectively memory can be managed in real-

time data streams. 

 

Keywords: data mining, data stream, data cleaning, cron, voltDB, 

multiple databases, IEP, FFM cap 

 

INTRODUCTION 
 

In recent years, data inflow has been abundant, and the output of the data is very minimal. The reason behind 

the minimum amount of research on the data is because of the memory and storage of the data. In data 

streams, data inflows continuously, so analysing the data inflow also becomes challenging. The first challenge 

we encounter is the safe storage of the data, and then its analysis in a  cost-effective manner becomes 

important. If the data are properly and safely stored and are made available in the future for analysis, they can 

be effectively analysed. This can make the predictions more effective and accurate. The current study 

evaluates different methodologies of storing the data in multiple databases and gives an overview of how to 

extract the relevant information from the stored data and how to effectively use the data to predict a better 

output. 
 

MINING OF DATA STREAMS 
 

DataStream mining, also called stream learning, is the extraction of required knowledge from continuous and 

rapid records.  Different characteristics of data stream mining are a continuous stream of data, concept drifting, 

and data volatility. Any data stream can enter the system and provide elements at its schedule. The real-time 

data do not have the same data rate or data type. The time between one stream and the other may not be 

uniform. Several streams of data can be archived for the minimum time and examined under special 

circumstances for a defined retrieval process. Some of the challenges faced in stream mining are unbounded 

memory management, approximate query answering, high-quality output, etc. Risk management, e-

Commerce, Network monitoring, Fraud detection, etc. are some of the key data mining applications. 

 
 

ARCHITECTURE OF THE RESEARCH 

Real-time stock market data is collected. Collected data can be incorrect, poorly formatted, or irrelevant, and 

unclean. Data cleaning focuses on the updation, as well as correction and consolidation of the collected data. 

This is done with a view to ensuring a maximum effective system. Once the data are cleaned, knowledge 

extraction is performed from the base data. Once the information is extracted completely, data is relayed to 

different databases for further analysis. Here the primary data will be in a single database, that participates in 

the model prediction. The other information will be pushed to multiple databases where the analysis will be 

done as and when required. 
 

 
Fig. 1. The general process of data streams mining 
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DATA CLEANING 

Data cleaning fixes, removing wrong, corrupted, duplicate, and incomplete records from the data set. Incorrect 

data outcomes will be unreliable, and the outcomes will be incorrect. As datasets vary, there is not a uniform 

and standardized way to ensure data cleaning. After completing the data cleaning, the data transformation is 

done. It relates to converting the data from one format to the other format or structure for easy process, 

evaluation, and extracting the relevant latest information for the application. Cleaning data will ensure error-

free data, data quality, accuracy, and efficiency and maintain data consistency. 

 
 

STEPS FOR DATA CLEANING 

Different steps adopted for cleaning the dataset are given below: 

1: Rename the column header using the common column name used in the database. 

2: Look for the statistical characteristic of the dataset. 

3: Drop the full NULL rows. 

4: Replace the null, N/A and Nan values with 0. 

5: Cast the column in the dataset (i.e.) data transformation, as per the table structure. 

6:  Check for the statistical analysis of the data. 

 

SAMPLE DATASET 

In this study, the sample data set was collected from the National stock exchange of India Ltd. The dataset 

contains the base data such as symbol, previous closure value, IEP (Indicative Equilibrium Price), Total 

quantity, FFM Cap (Free-Float Methodology Capitalization), NM 52W H, and NM 52W L. Other data are 

determined from the base data, and the calculated data will participate in the model. 

 

 
Fig. 3. The architecture of Data Cleaning 

 

 
Fig. 2. The architecture of the research 
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ALGORITHM FOR EXTRACTING INFORMATION 

Step 1: Start 

Step 2: Declare variables for Prev close, IEP price and Quantity 

Step 3: Read values for Prev close, IEP price and Quantity 

Step 4: Formula for Change value = IEP price - Prev close 

Step 5: Formula for % Change value = (Change value / Prev close) * 100 

Step 6: Final price = IEP price 

Step 7: Value = IEP price * Quantity 

Step 8: Data is pushed to multiple databases. 

Step 9: End 

 

Previous closure, IEP, and the quantity will be the base value for calculation. Change of value is the 

difference between IEP price and the previous closure. The percentage of change of value is the percentage 

of change value and the previous closure. The final price remains the same as the IEP price. The quantity 

which shows the stock availability of the symbol, respectively, is taken into account. The value of each 

symbol is derived from the IEP price and quantity. A calculation algorithm is executed between the stream 

processing engine and the database. 

 

 
 

 
 

Fig. 4. Sample Data Set 

 

 
Fig. 5. Stream Processing Engine 
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CRON SCHEDULER 

Cron Job is a Cron command-line utility used in a Unix-like operating system in order to maintain the 

scheduled jobs to run periodically at fixed times and intervals. This system automates both system 

maintenance and administration. The calculation algorithm script is executed every minute in the Cron 

scheduler for the calculating value. For each instance of data, inflow values will be calculated automatically. 

Once the calculation is done, another script for pushing the data to multiple databases will be executed. For 

the execution of the scripts in python, the following inbuilt algorithm is used by the Cron as follows. 

1. First, look for a file named. Cron tab in the home directories of all account holders. 

2. For each Cron tab file found, the next time in the future is determined so that each command can run 

properly. 

3. Thereafter, these commands are placed on the Franta–Maly event list with their corresponding time and 

their "five fields" time specifier. 

4. Lastly, the main loop is examined: 

• Examine the task entry at the head of the queue, and compute the time required in the future to run it. 

• Sleep for that period. 

• On awakening and after verifying the correct time, execute the task. Task is executed at the head of the 

queue with creating user's privileges. 

• Thereafter, the next time in the future is determined to run this command and place that on the event list at 

the required time value. 

 

 
 

CRON IMPLEMENTATION 

The process involves running the script on the server according to the schedule. A command-line terminal is 

created on our local machine, and the job of running and executing the script will be taken care of by 

Kubernetes Cluster. Deployment of the script is done by creating the image through CI/CD pipeline using 

Docker and Jenkins, where a docker image is created and successively pushed into ECR. The YAML file is 

created, and Kubernetes will allocate resources like environmental variables and scheduler configuration. If 

resources are ready, the scheduler is started for the execution. 

Once the Cron job is done, data pushing will be initiated along with the time stamp. The database used for 

storing and post processing is VoltDB. 

 

 
 

Fig. 6. The architecture of Cron Scheduler 
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VOLTDB 

VoltDB is an in-memory database and an ACID-compliant relational database management system 

(RDBMS). It employs share-nothing architecture, supporting the SQL access form.  Then we optimize the 

VoltDB database for a specific application. This is achieved by partitioning the database tables to create the 

distributed database. VoltDB strikes a delicate balance for ensuring maximum performance requirements. 

Using this database, data is pushed to the different databases in the pre-defined table structure. Basic 

Hardware and Software requirements for using VoltDB are shown below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

Fig. 7. Docker File Configuration 

 

 
 

Fig. 9. Comparison of Databases 

 

 
Fig. 8. Basic requirement for VoltDB 
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CONCLUSION 

 

Overall, the data are cleaned, and the required values are calculated using the algorithm. Once the values are 

calculated, data is pushed to multiple databases. Here the primary data are in one single database, and the rest 

of the values will be pushed to a different database with the common column symbol. By achieving this, 

memory will be managed, and the unused columns will be on different servers. Unused data can be analysed 

in the scheduled intervals and can be discarded after the analysis. By discarding the analysed values, memory 

will be free, and it optimizes the overall system performance; the load on the machine will be reduced. The 

future scope of the research will be on model prediction and evaluating the overall model performance using 

machine learning. 
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