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Abstract 

 
The social interactions of the modern period are characterised by the 

extensive use of technical tools for information processing. Considering the 

quick advancement of computer technology, they are already competent to 

perform challenging tasks needing the careful solution of technical and 

imaginative issues. The term "Artificial Intelligence" is successfully used in a 

wide range of activities, from smartphone screens to the creation of music and 

art. Legal academics are increasingly considering the need for using technical 

tools in criminal area in light of these circumstances, notably for deciding 

punishment and other kinds of criminal law influence against people who have 

committed destructive activities. Use of facial recognition technologies is 

rising in the post-COVID environment. Law enforcement organisations have 

seen significant gains in criminal investigation and crime prevention thanks to 

face recognition technologies, but there are also well-known privacy risks and 

data misuse issues. This essay explores the applications of Facial Recognition 

Technology in India and dissects the institutional and technological issues on 

its usage in law enforcement. Additionally, it offers both immediate and long- 

term answers that must be established before these technologies are widely 

used. 

Keywords: Artificial Intelligence, Facial recognition, Criminal 
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1. Introduction 
Given the rapid advancement of computer technology, it is already shown that they are capable of 

doing complicated assignments that require comprehensive answers to both technical and imaginative 

challenges. Artificial intelligence related technologies are currently being successfully applied in 

many areas of human life, from facial recognition on a smartphone to the creation of original works of 

art and music. Given these circumstances, the employment of technology   in criminal administration 

of justice, including to decide punishment and other types of factors against people who have 

committed a criminal act, is being judged by legal scientists more and more. At the legislative level, 

the term "artificial intelligence" is not yet officially defined. Various rulings on this issue have been 

laid down in the legal literature. According to one of them, the existence or absence of thinking is 

what distinguishes artificial intelligence from a regular robot. Thinking is specifically the 

psychophysiological processes of the operator's brain. As a result, it should be regarded as the area of 

information technology that focuses on researching and creating machines that have the same 

cognitive capacities as humans. 

What Is Facial Recognition Technique 

A digital map of the face is built by the algorithm-based Facial Recognition Technique (FRT) by 

locating a person's facial features, which is then compared against the data it has access to. 

It may be applied in two ways: 

Identity Verification 
Here, the face map is acquired in order to confirm a person's identification by comparing it to their 

database-stored photograph. For instance, unlocking phones uses 1:1 verification. It is increasingly 

utilized to grant access to government programmes or benefits. 
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One-To-Many Identification 

The map of the face is extracted from a picture or video and compared to the whole data to identify 

the person in the image or video. This method is known as one-to-many identity identification.FRT is 

typically purchased for 1:n  identification by law enforcement agencies like the Delhi Police. It 

calculates a likelihood of a match score between the suspect who has to be recognised and the 

database of known criminals. Based on the likelihood that they are the right match, a list of potential 

matches is created with corresponding match scores. However, a human analyst eventually chooses 

the final probable match from the list of matches produced by FRT. At least 124 FRT projects are 

approved by the government  in India, according to Internet Freedom Foundation's Project Panoptic, 

which monitors the growth of FRT in the country.  Facial recognition technology (FRT) has been 

rapidly implemented in India recently without any laws being put in place to oversee their use. 

Use of Frt In Criminal Investigations  

FRTs have potential in the investigations in terms of their evidentiary value. The Automatic Facial 

Recognition System in India is designed to make it easier to investigate crimes, identify criminals, and 

find criminals, missing children and adults, unidentified dead bodies, and untraced children and adults 

(NCRB, 2020). Due to weak or untraceable evidence, 75% of First Information Reports (FIRs) in 

2017 were closed without inquiry. The use of technology can significantly improve the quality of the 

investigation, especially considering the high number of vacancies in the police and the backlog of 

cases. Currently, investigations are primarily reliant on oral testimony, therefore if witnesses become 

hostile, the matters are frequently not followed owing to a lack of evidence. The issue of evidence 

quality and pendency can both be addressed with the use of improved forensic evidence and results 

from CCTVs/FRT. According to statistics 3,000 missing children were found utilising FRTs by the 

Delhi police.   According to news reports from April 2018, the Delhi High Court's facial recognition 

system trial was successful in identifying almost 3000 missing children.   

In Sadhan Haldar v. The State NCT of Delhi , the Delhi High Court authorised the use of Automated 

Facial Recognition System (AFRS) for the tracking and reunion of children. 3202 of the 10,617 

children whose identities the system had matched with missing cases across the nation have had their 

identities confirmed. Due to greater evidence, FRTs also have an edge in terms of their huge impact 

on policing procedures, particularly those involving custody. It's commonly known that the police 

have used force against people who are in their custody.The limited time in custody is the 

fundamental justification for the employment of "third-degree" procedures in India. Due to the 

police's obligation to present the suspect to the court within 24 hours, there is less time for an 

interrogation. Additionally, confessions made to them are not admissible as evidence, which fosters 

widespread mistrust of the police. However, Section 27 of the Indian Evidence Act permits evidence 

that is discovered as a result of a confession to be used in court. If the evidence is accepted, FRT 

might contribute to addressing the requirement for high-quality evidence. These innovations have the 

potential to bring down crime as well. Violence cost India 9% of its GDP in 2017, according to the 

Institute for Economics and Peace. The media has reported that FRTs have worked as deterrents of 

crime and decreased it’s incidence, despite the fact that we lack estimates of the direct impact of these 

technologies on the economic cost of violence. As an illustration, the Surat city police attribute a 27% 

decrease in crime to their FRT system.    

Limitations  

The quality of the image uploaded or captured (in the case of live automatic facial recognition 

technology), the use of makeup, the quality of the lighting, and the distance/angle from which the 

picture was taken are some of the variables that affect how accurate the results are. The accuracy of 

computerised facial analysis is negatively impacted by variations in position, illumination, and 

expression, among other things.  

FRT has the potential to be  helpful in assisting with individual identification, but it has the ability to 

be misused depending on who uses it, why and how it has been applied. Specially if there isn't a legal 

or regulatory framework in place to regulate it. Inaccurate, biassed, and discriminating judgements 

may be made by FRT systems that have been poorly developed and trained. 

Two issues can be outlined as to the use of FRT: Problems with misidentification brought on by 

inaccurate technology Problems with mass surveillance brought on by improper use of technology 

Extensive investigation into the technology has shown that racial and gender factors significantly 

affect accuracy rates.This may lead to either a false positive results, where someone is mistakenly 

identified as someone else, or a false negative rate, where a person's identity is not confirmed. Cases 

of a false positive outcome can result in prejudice against the person who was incorrectly identified. 
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On the other side, instances of misleading negative results may result in the person being barred from 

using crucial programmes. For instance, where a 90-year-old person's biometric authentication with 

Aadhaar failed.  

At the moment, neither a general FRT legislation nor a data protection statute exist in India to guard 

against misuse. In such a legal void, there are no controls to guarantee that authorities, as in the case 

of the Delhi Police, only utilise FRT for allowed reasons.FRT can make it possible to violate 

someone's fundamental right to privacy by continuously monitoring them. 

The narrative of national security enters the picture once again and cannot be disregarded.It is feared 

that the Act will encourage the gathering of personal information in excess and in contravention of 

generally accepted best practises for data collection and processing.This information presents several 

issues because the usage of face recognition technology can result in unlawful detentions and 

widespread surveillance that violates people's privacy if utilised for propaganda politics. 

4.  Conclusion 

The use of FRT by the state and law enforcement agencies in India is still in its infancy, but it is 

expanding. The following observations can be made based on information that is readily accessible 

about the application of FRT in India. There is a requirement for a legal and governing structure. 

There are currently dearth of legal or regulatory frameworks in India that control the use of FRT, and 

the country's current legal structure for surveillance does not explicitly include the use of FRT 

technology. 

The Supreme Court ruled in the Puttaswamy case (2017),  that the right to privacy is a basic right, and 

like other fundamental rights, it is not an absolute one. The right is subject to reasonable limitations 

ie. It must pass three tests: (i) legality; (ii) a justifiable governmental goal; and (iii) 

proportionality.The laws and rules in place were created to control targeted surveillance, not mass 

surveillance. The technology for mass surveillance was still in its infancy when these rules and 

regulations were created, and the conversation around privacy and surveillance was less developed 

than it is now.The goal limitation, collection limitation, data quality, monitoring and accountability, as 

well as the rights of the people who are being watched over are essential privacy elements that are not 

included in India's current surveillance laws. It is crucial that surveillance legislation incorporate these 

basic principles in the absence of a data protection law. 

The use of FRT is a method of mass surveillance, and it is unclear if this method complies with the 

proportionality principle, which, in the wake of the Puttaswamy ruling, has been adopted as one of the 

criteria for evaluating constraints on the right to privacy. Additionally, as previously mentioned, the 

Home Ministry claimed in response to a legal notice submitted by the Internet Freedom Foundation 

that a 2009 cabinet note serves as the foundation for the FRT system, including the AFRS. However, 

a cabinet note is not a statutory enactment and cannot be used as a legal basis for the implementation 

of facial recognition technology. 

In the Aadhar decision, the Supreme Court declared that using Aadhar to verify SIM cards was illegal 

since there was no legal justification for it and that doing so constituted an excessive and arbitrary 

state requirement. Also unknown are the policies and processes being implemented when the 

technology is used at the state and local government levels.This raises major questions about 

governance, responsibility, recourse for the use of FRT, and the regular application of safeguards to 

defend against abuse. As a result, a precise regulatory framework that outlines FRT's legal 

applications, the procedures involved in using it, and precautions to prevent its use for widespread 

surveillance is required. 
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