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Abstract 
 

Information retrieval is one of the most challenging tasks for the mankind and 

to retrieve information interaction is required, which ultimately leads to the 

formation of networks. Universe is packed with different type of networks.  

Networks with complex topological properties are called complex network. 

Such types of networks are major tools for learning the connection between 
the organizations and finding the purpose of complex systems. The link 

prediction problems in complex networks facilitate predictions about the 

future organization of the network. Network is represented as a graph. The 

data in the network is signified by nodes, and the relations are represented by 

links. The future of non-connected links amid node pairs is predicted. This 

paper reviews the methods used to predict links for complex networks using 

similarity-based heuristics. Previous reviews, despite having a clear outline of 

the link prediction study, only described the prediction approaches. Research 

gaps between the similarity-based link prediction techniques, however, were 

not explicitly stated. With the help of chronological findings and a research 

gaps approach, this review seeks to give a continuing review and introduce 
the link prediction. 

Keywords: Complex Networks, Link Prediction, Prediction Approaches, 

Prediction Features, Similarity Based Link Prediction 

1. Introduction 
Complex Networks and their need for realistic networks are increasing continually. Such types of 
networks contain enormous amount of nodes and very similar attributes. These networks use complex 

communication techniques to interact with one another. Such types of networks are major tools for 

learning the connection between the organizations and finding the purpose of complex systems. The 
complexity present in the system is directly proportional to two factors; the interactions between the 

parts of the system and the amount of information details required for defining the system [1].  

Complex networks are all over the place inside our universe. They are a critical part of our living 

system. It is a forthcoming multidisciplinary territory of research that is scattered to many disciplines 
such as engineering, biology, sociology, physics, social interacting species, along with chemical 

systems, neural networks, and the Internet. Complex networks are characterized by vastly 

heterogeneous allotment of links, often spread through the presence of key properties such as 
bulkiness. From the research evidence in recent years, it has become obvious that complex networks 

are contender for becoming the new approach towards the research in the study of methods of 

communication between nodes. The network representation of these systems are labeled as complex 

networks as there are properties that appear as a result of the global topological structure of the 
organization that cannot be described with the help of arbitrary or standard graphs. Basically complex 

networks are described by quad properties; First, Complex Networks are disorganized i.e. spread 

everywhere, In other words, the number of their edges is relative to the number of nodes, Second, 
Nodes are present in clusters i.e. if two nodes have a common neighbor, there is a great chance of 

connection between them, Third, small world, implies clusters have significantly shorter path between 

the nodes, i.e.   Most of the nodes in a component are at a very short distance from one another; 
Fourth, they are scale free networks that follow the power law [1]. Power law implies that a relative 

change in one attribute or object gives rise to a proportional relative change in another attribute or 

object. In complex networks there are a lot of characteristics that emerge as a consequence of the 

global organizational structure of the network. Predictions are needed almost in every walk of- 
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existence. Link prediction means predicting the future links between the nodes of a complex network. 
Facebook’s "People You May Know"(PYMK), Linkedln’s "People You May Want to Hire" and 

Google+’s "You May Know" are most popular examples of link prediction in complex social 

networks [2]. The universe elements are generally very difficult to be completely understood; 
therefore it’s a better option to think of the universe as a network, by specifying the components as the 

nodes and the relationships as the links [3]. 

Link Prediction 

Complex networks are all over the place or in case we model real-world situations in conditions of 
networks, we repeatedly find out novel things. The Internet is an illustration of a complex network, 

which can be defined as huge group of interconnected nodes. With the help of Internet, The world 

emerges to be becoming smaller, and people are fitting ever more linked. The use of high end 
telecommunication services has implied that people are not more strongly connected than ever before. 

The world is very rightly called a global village now due to these local and global connections. Being 

connected has very big effect on the broadcasting of information. While the first property appears in 

randomly generated networks, the second “emerges” as a consequence of a characteristic feature of 
many complex systems in which relations display a high level of transitivity [4]. The link prediction 

problems in complex networks facilitate predictions about the future organization of the network. 

Network is represented as a graph. The data in the network is signified by nodes, and the relations are 
represented by links. The future of non-connected links amid node pairs is predicted. Link prediction 

methods are planned and implemented by using relationships between nodes based upon their 

attributes. A node can be whatever thing: a human being, an institute, a computer, a biological cell,  

etc., Interconnected implies that two nodes may be linked, for example, two people recognize each 
other, two organizations trade goods or two computers contain a wire connecting the two of them. 

 

Fig 1: Link Prediction Methods predict the possibility of link between nodes A and E in future i.e. at 

time t’(t<t’) 

Calculations such as likelihood of link formation in the future can be done according to the common 

neighbor or shortest path or link state between the two nodes etc. The topologies of networks are 

extensively applied to learn the link-prediction problem in recent times. Link prediction is a 
phenomenon that predicts the future behaviors in complex network for instance to predict future 

collaborators of researchers in a co-authorship network, some other applications include recommender 

system, community detection etc [5]. The cost of performing experiments for developing new 

methods for link prediction is very high as reveling the hidden interactions among the nodes can be 
very expensive, therefore cost a a very big deciding factor while innovating new link prediction 

techniques. There are my special usages of link prediction techniques. For example, in natural 

networks, such as protein-protein communication, link accessible between the nodes indicate they 
have an association. 

 

Link Prediction in Computational Biology 

Link prediction is a computational method used to identify missing or potential links between entities 
in a complex network. In the context of computational biology, link prediction is applied to biological 

networks, which represent interactions between various entities such as genes, proteins, diseases, and 

drugs. By identifying potential links, link prediction can provide valuable insights into the underlying 
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mechanisms of biological systems and aid in the development of new therapeutic strategies. 

Applications of Link Prediction in Computational Biology: 

 Gene-Disease Association Prediction: Identifying potential associations between genes and 

diseases can help prioritize genes for further investigation and facilitate the development of 

new diagnostic and therapeutic approaches. 

 Protein-Protein Interaction Prediction: Predicting interactions between proteins can aid in 
understanding cellular signaling pathways and identifying potential drug targets. 

 Drug-Target Interaction Prediction: Predicting interactions between drugs and their targets 

can accelerate the drug discovery process and improve drug efficacy. 

 Disease-Drug Association Prediction: Predicting associations between diseases and drugs can 
help in repurposing existing drugs for new indications and identifying potential side effects. 

Further advancements in data collection, network modeling, and machine learning techniques are 

essential to overcome these challenges and fully harness the power of link prediction in advancing our 

understanding of biology and other complex networks. 

Similarity based Link Prediction 

This approach involves computing the similarity between pairs of nodes based on their structural 

properties, such as their degree centrality, clustering coefficient, or shortest-path distance. Nodes that 

are structurally similar are more likely to be connected. With many uses in areas like social network 

analysis, recommendation systems, and biological networks, similarity-based link prediction is a 
potent instrument for revealing hidden relationships in complex networks. Some Examples of 

similarity based link prediction methods are Common neighbors [15] refers to the set of nodes that 

two nodes have in common. Two nodes are more likely to be connected if they have numerous 
common neighbours, Jaccard coefficient [18][7] measures the ratio of the number of common 

neighbors to the total number of neighbors of two nodes. The likelihood of the two nodes being 

connected increases if this ratio is large, Adamic-Adar Index[19] measures the inverse logarithms of 
the degrees of the common neighbours of two nodes are added to determine the value of the Adamic- 

Adar index. Due to their greater predictive value for links, this measure gives more weight to common 

neighbours with fewer degrees and Preferential attachment [15] advocates that nodes with higher 

degrees are more likely to be connected in future, preferential attachment measures the degree 
distribution of the network. 

Review Of Literature 

Euler's [6] ‘Bridges of Konigsberg’ is generally regarded as the origin of graph theory and complex 
networks, in which the problem is to cross the seven bridges of the city only once. Jaccard [7] put 

forward a set of values to compare resemblance and variety of sample sets called Jaccard Coefficient,  

which was later used to predict links as proposed in Proceedings of The Twelfth International 
Conference on Information and Knowledge Management, 2003, using the formula of the ratio of 

common neighbors of the nodes a and b to total number of neighbors nodes of a and b. Rényi [8] 

revolutionized the graph theory by providing the branching process theory, in which random graphs 
are generated by starting at every node and adding adjoining neighbors. Strogatz [9] ‘Milgram’s Small 

World’, [10] [11] is one of the major property of complex networks which implies that majority of 

nodes have very short distance between them. Faloutsos et al. [12] proposed ‘Power Law-Internet’ 

that describes in brief the skewed distributions of graph attributes such as the node out degree and 
approximate neighborhood size. Brin & Page [13] proposed a method RPR (Rooted Page Rank) that 

ranks the WebPages depending upon quality specially used by Google to perform search queries upon 

them. Albert [14] proposed ‘Scale-free’ property that advocates that networks get bigger constantly 
and new nodes are attached substantially to sites that are well connected(Preferential Attachment). At 

this point of time, it was a generally accepted phenomenon about complex networks that they 

vigorously interact with each other. In physics elements are represented by sites, in computer science 
as nodes and vertex in graph theory. Link prediction is all about finding the similarity between two 

nodes. Computing the similarity score between two disconnected nodes is the most important phase or 

task in link prediction in complex networks. That score can determine whether there will be a link 

between those nodes in future or not. 

 
Newman [15] proved that nodes having common neighbor are very likely to make a link between 
them. For example that probability of correlation between scientists in collaborations system is 

generally linear which strongly supported the previously established theories of complex networks 
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regarding clustering and preferential attachment (Barabasi & Albert) [14] in growing networks. There 
are number of methods, metrics and approaches that are used for the problem of predicting future 

links between nodes, common neighbor index is most popular. This algorithm's fundamental principle 

is that two nodes are more likely to be linked if they have a large number of neighbours in common 
defined as follows: 

J(i,j) = |N(i) ∩ N(j)| 

Where N(i) and N(j) are the sets of neighbors of nodes i and j, respectively, and |.| denotes the size of 

a set. As published in same Physical Review E., The preferential attachment index (PA) measures the 

likelihood of a new link forming between nodes i and j based on the degree of these nodes. The 
formula for the PA index between nodes i and j is: PA (i,j) = ki * kj / M, where ki and kj are the 

degrees of nodes i and j, respectively, and M is the total number of edges in the network. The PA 

index assumes that new links are more likely to form between nodes with high degrees, reflecting the 
idea that nodes that already have many connections are more attractive to new connections. Widom 

[16] proposed SimRank which is a recursion-based algorithm which determines whether a couple of 

nodes will have connections in future, depends on neighbours i.e. if two nodes are connected to alike 

nodes then this node couple are similar i.e. they have same type of characteristics. The SimRank score 

between two nodes i and j is defined as follows: 

SimRank(i,j) = C / (|N(i)| * |N(j)|) * sum(SimRank(x,y)) 

where C is a damping factor that controls the rate of convergence of the algorithm, N(i) and N(j) are 

the sets of neighbors of nodes i and j, respectively, and x and y are nodes that are neighbors of both i 

and j. The SimRank score ranges from 0 to 1, with higher values indicating a higher degree of 

similarity between the two nodes. The algorithm converges when the SimRank scores between all 
pairs of nodes reach a steady state. 

 
Ravasz [17] Proposed hub promoted index in which the nodes close to the hub have higher chance of 

connect as a link. The Hierarchical organization of modularity in metabolic networks was greatly by 

this effort of as it was very logically to think, pre traffic among nodes close to hub. The HPI score 

between two nodes i and j is defined as follows: 

HPI(i,j) = sum(h_k) / sqrt(k_i * k_j) 

where h_k is the hub score of node k, k_i and k_j are the degrees of nodes i and j, respectively, and 

the sum is over all nodes k that are neighbors of both i and j. 

The HPI score ranges from 0 to 1, with higher values indicating a higher likelihood that nodes i and j 

will be connected in the future. The algorithm converges when the scores of all pairs of nodes reach a 

steady state. Nowell and Kleinberg [18] in early 21st century performed very important work of 
comparing different link prediction methods, when they used Jaccard Coefficient as similarity Index. 

The objective of a link prediction algorithm is to guess most accurately the chance of the presence of 

missing links based on the currently existing links in a network. They concluded that a new link can 

be formed between two nodes by using straightforward topological features in complex 
network.The Jaccard coefficient can be used to gauge how similar the sets of neighbours of two nodes 

are in the setting of link prediction.The Jaccard correlation between nodes I and j has the following fo 

rmula: 

J(i,j) = |N(i) ∩ N(j)| / |N(i) 𝖴 N(j)| 

where N(i) and N(j) are the sets of neighbors of nodes i and j, respectively, and |.| denotes the size of a  

set Higher values of the Jaccard coefficient signify greater similarity between the sets of neighbours 

of the two nodes, with a number ranging from 0 to 1. Higher values in the context of link prediction 
imply that it is more probable that nodes I and j will link in the future. 

 
Adamic-Adar [19] is closely related to Jaccard’s coefficient measure; it filters the plain counting of 

common features by weighting rarer features more greatly. It is one of the most popular and efficient 
methods of link prediction. The formula for Adamic-Adar is as follows: 

AA(i,j) = ∑ (k ∈ N(i) ∩ N(j)) 1/log(deg(k)) 
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Where AA(i,j) is the Adamic-Adar similarity score between nodes i and j. 

N(i) is the set of neighbors of node i. 

N(j) is the set of neighbors of node j. 

deg(k) is the degree of node k, i.e., the number of edges incident to node k. 

This formula computes the similarity between nodes i and j by summing up the inverse logarithm of 

the degrees of their common neighbors. The intuition behind this formula is that nodes with more 

common neighbors that have lower degrees are more likely to be connected to each other, hence the 

higher similarity score. Taskar et al. [20] successfully forecasted and categorized a complete set of 
links in a link node graph. The Relational Markov networks work well with collective approach of 

using more than one link prediction methods simultaneously. They tried to learn patterns of cliques in 

web pages with relatively good result. This method is more domains oriented and powerful as it tried 
to use actual webpage attribute like text. Taskar's Relational Markov Networks (RMN) link prediction 

between nodes i and j: 

P(y_ij=1|G,X,θ) = 1 / (1 + exp(-z)) 

where z is a linear combination of features that capture the similarities and differences between nodes 

i and j, as well as the patterns of connectivity in the graph. 

Popescul & Ungar [21] developed a system that used structural logistic regression using statistical 

learning that extended inductive logic programming and formed citation prediction systems. Such 

type of system helped propositional learners to handle relational representation using some 
exceptional features in link prediction and bibliometrics. The link prediction using such technique is 

not easy to implement but it’s somehow more innovative than some of the other contemporary 

methods. Zhou et al. [22] come up with old and popular graph problems with different kind of 
approach in classifications of nodes in link prediction according to their rank. This concept is more of 

theoretical interest rather than providing empirical results. Popescul et al. [23] used clustering to make 

efficient link prediction of documents of authors in a network. The relationships and characteristics of 

different documents are represented by author name and subject topics. Such type of clustering 
provided great accuracy to prediction using relational models. Getoor et al. [24] advocated that Link 

Mining is a great approach to find new links. Almost all of today’s networks of interest can be 

described by a collection of linked objects. Data mining algorithms can be very successfully used to 
find the missing links by modeling similar type of patterns in database. Classification, ranking, group 

detection etc can be easily and efficiently performed using link mining techniques described in their 

paper. Leicht et al. [25] compared the H-Index with Sorenson Index [26]. The Sorenson Index can be 
further improved in its application to citation networks. 

Page proposed Page Rank Citation Ranking [27] that was innovated by Liben-Nowell – Kleinberg [4] 

for link prediction problem. The proposed that the most popular algorithm used by most search 

engines i.e. PageRank Algorithm can be modified for link prediction and converted into rooted page 
rank. Page Rank Citation Algorithm [28] calculates the probability that node can be touched by a 

random walk in the graph is directly proportional to the specific rank given to the node. Ou et al. [29] 

proposed Resource Allocation Method RA Index for link prediction. It was inspired by the task of 
resource allocation of physical devices. It only used the common neighbors to compute the resource 

of target nodes obtained from source node. RA is better for high degree common neighbors than 

Adamic Adar Method but both works just as same for small degree neighbor networks. The Resource 
Allocation Method (RAM) Index formula developed by Ou et al. is given by: 

RA Index = ∑ (Ci / Di) 

Where Ci is the number of connections established by node i with other nodes in the network, and Di 

is the degree of node i, which is the sum of the number of connections established by node i with 
other nodes and the number of connections established by its neighboring nodes. Fouss et al. [30] 

proposed Hitting Time extracted from graph theory, defined as the expected number of steps required 

from a random walk from x to y will describe the Hitting time which is better if shorter. 
 

Lu et al. [31] defined local path metric which is a very efficient metric that uses local path of length 2 

and 3. The Local Path (LPC) metric formula developed by Lu is used to measure the similarity 
between two nodes in a network based on the number of shared common neighbors. It is given by: 

LPC(i, j) = ∑ k∈N(i)∩N(j) [1/log(d_k+1)] 
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Where N(i) is the set of neighbors of node i in the network, 

N(j) is the set of neighbors of node j in the network, and 

d_k is the degree of node k, which is the number of connections established by node k with other 

nodes in the network.The LPC formula calculates the sum of the inverse logarithm of the degree of 

each common neighbor between nodes i and j. A higher value of LPC(i, j) indicates a higher similarity 
between nodes i and j, while a lower value indicates the opposite. Zhou et al. [32] proposed a Hub 

Depressed (HD) metric that uses higher degrees of nodes therefore its better and more efficient than 

Hitting Time Algorithm. Kat [33] proposed Katz Index which is also a very good global similarity 
Index that gives better results than most algorithms; it proves that more paths lead to more chances of 

forming a link. The Katz Index is a centrality measure used to identify the most important nodes in a 

network based on their proximity to other nodes. It is calculated using the following formula: 

Katz(i) = α ∑(j=1 to n) Aij*Katz(j) + β 

Where Aij is the element in the adjacency matrix corresponding to the connection between nodes i 

and j,n is the total number of nodes in the network, α and β are constants that control the weight of the 

paths of different lengths. Lichtenwalter et al. [34] proposed PropFlow metric that is more localized 
than Rooted Page Rank that helps in extracting scores that is able enough to provide as an assessment 

of the probability of new links. Sarkar et al. [35] advocated that even if common neighbor is a great 

method of finding a link between two nodes but the weighted count of common neighbors is better 
method for accurate link prediction than other complex methods. They empirically proved that 

common neighbor bounds the alikeness of node pair; they further proved that weighted count 

outperforms unweighted count of common neighbors with justification. Lü- Zhou [36] proposed 
Salton Index (Cosine Similarity Index) that used cosine based prediction to compare documents in 

text mining using dot product of two vectors. 

Lichtenwalter et al. [37] proposed Vertex Collocation Profile (VCP) which is basically described as a 

vector that defines common member graphs embedding two nodes. Although VCP does not represents 

similarity between nodes but it can be classified as path based metric because of its supervised 
learning based classification approach. Papadimitriou et al. [38] proposed Friend Link uses a method 

of link prediction that uses paths of greater length to analysis the nodes neighbors that have unique 

pathways. The unique pathways provide a great chance of getting associated by a link in future by 

traversing every path of a bounded distance. Chen et al. [39] proposed Relation Strength Similarity 
(RSS) that describe the comparative degree of resemblance between neighboring nodes. It is an 

asymmetric metric that is generally used on a weighted network. They can be used by assigning same 

weights to edges; if the importance of weights is not accurately known in advance. The primary job of 
link prediction algorithm is to predict potential links amongst entities in the graph, with reference to 

its present state. 

Zhu et al. [40] proposed Parameter-Dependent (PD) that is a generic type of metric containing free 

parameter, When its value is zero it is converted in common neighbor when its 50% it is converted to 

Salton metric. Chen et al. [41] proposed a metric based upon the cosine similarity time metric for 
calculating sameness of two vectors. Martínez et al. [42] proposed commute time that basically finds 

and counts the expected number of hops from node 1 to 2 and 2 to 1. Srilatha et al. [43] proposed 

Similarity Index based Link Prediction Algorithms in Social Networks in which KA is used which 

counts all paths between two nodes. Key here is bigger path lengths have less weight while 
calculating the final similarities. Zeng [44] stated preferential attachment method implies that if a 

node is connected to many nodes then there is a very big chance for that node to develop new links 

with other node, it enhanced the concept that was proposed by Barabási–Albert [14]. The paper 
proposed that common neighbors plus preferential attachment index is a superior to approximation to 

the probability of the being of a link between two nodes on the basis of local data of the closest 

neighbors. 
 

Jia –Qu [45] advocated that the metric proposed by Salton and McGill that can be used as a cosine 

metric that measures the similarity between two nodes x and y, the bigger value of cosine, the higher  
chance is there of link between nodes. Mohan et al. [46] proposed a Parallel Similarity Measure 

formula used for link prediction in large-scale networks. It is based on the Jaccard Similarity 

Coefficient and is given by: 

PS(i, j) = (|N(i)∩N(j)| + λ) / (|N(i)𝖴N(j)| + λ) 
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Where N(i) is the set of neighbors of node i in the network, 

N(j) is the set of neighbors of node j in the network, 

|N(i)∩N(j)| is the number of common neighbors between nodes i and j, and 

|N(i)𝖴N(j)| is the total number of neighbors of nodes i and j. 

The λ is a smoothing factor to handle cases where |N(i)𝖴N(j)| = 0. The Parallel Similarity Measure 

formula is designed for parallel processing on distributed computing environments and can handle 
large-scale networks efficiently. A higher value of PS(i, j) indicates a higher similarity between nodes 

i and j, and thus a higher likelihood of a connection forming between them. Nandi et al. [47] proposed 

a new link prediction method that incorporates the advantages of two methods, firstly preferential 
attachment is implemented and then Adamic-Adar approach is used to rank the top similarity scores. 

The Link Prediction technique proposed by Nandi et al. is given by: 

LP(i, j) = ∑ k∈(N(i)∩N(j)) (w(i, k) * w(j, k)) 

where N(i) is the set of neighbors of node i in the network, N(j) is the set of neighbors of node j in the 

network, and k is a common neighbor of nodes i and j. The weights w(i, k) and w(j, k) are calculated 
using a formula based on the degree of node k. The Link Prediction formula calculates the sum of the 

product of the weights assigned to the common neighbors of nodes i and j. A higher value of LP(i, j) 

indicates a higher likelihood of a connection forming between nodes i and j. Zhou et al. [48] proposed 

a technique to enhance the strength of similarity-based link prediction by providing a constrained 
group reliable queries which precisely measure the presence and credibility of queried links. Such 

type of method works great to find links that are hidden for malicious purpose by advocating the fact 

that deleting links purposely will change the state of the effected nodes. 

Iftikhar et al. [49] proposed CCPA - Common Neighbor and Centrality based Parameterized 
Algorithm that uses Common neighbor and closeness centrality based prediction for finding missing 

edges (links). The algorithm uses three parameters, α, β, and γ, to weight the contribution of different 

features in the prediction. The formula for CCPA is given as: 

CCPA(i,j) = α * CN(i,j) + β * SC(i,j) + γ * CC(i,j) 

where CN(i,j) is the common neighbor score between nodes i and j, SC(i,j) is the similarity measure 

based on the shortest path between i and j, and CC(i,j) is the centrality score of nodes i and j. The 

parameters α, β, and γ are used to adjust the relative weight of each feature in the prediction. 

Wang et al. [50] developed an improved spatial graph convolution network (SGCN) for link 

prediction in heterogeneous information networks (HINs) using local community discovery and an 
optimizable kernel layer to measure pairwise vertex embeddings. The method was tested on four real- 

world HINs and was found to be effective in handling the complexity of link predictions in these 

networks. Longjie et al. [51] proposed a hybrid similarity model that combines Grey Relation 
Analysis and State of Art Similarity based LP Models. The proposed model was tested on three real- 

world networks, and the results showed that the hybrid model outperformed other traditional link 

prediction models, such as common neighbors, resource allocation, and Jaccard coefficient, in terms 
of both accuracy and efficiency.   Szyman et al. [52] hypothesized that similar vertices belonging to 

the same community would be more likely to be connected than those that were not similar. 

Comprehensive R Archive Network (CRAN) guide is used for link prediction including techniques 

like similarity-based methods, graph-based methods, and matrix factorization methods. The research 
presented a study on using link prediction as a tool for community detection in business social 

networks based on employee email exchanges. The primary objective of the computational 

experiment was to predict potential new connections between network vertices by assigning similarity 
scores to each pair of unconnected vertices and selecting those with the highest scores. The secondary 

goal was to determine if resolving the link prediction problem could aid in the social network's 

community detection process. The study hypothesized that similar vertices belonging to the same 

community would be more likely to be connected than those that were not similar. 
 

Zhao et al. [53] proposed model, called HGE, uses a hypergraph neural network to learn the 
embedding representation of hyperedges and nodes. The model also employs a joint loss function that 

considers both hyperedge and node-level proximity. The experiments conducted on several real-world 

datasets demonstrate that HGE outperforms state-of-the-art methods for link prediction in 
hypergraphs  

 

Blocker et al [54] proposed a novel method for link prediction called MapSim that 
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introduces similarity-based link prediction from modular compression of network flows. MapSim 
utilizes a hierarchical modular structure to capture node similarities, outperforming traditional 

embedding-based methods in various network types. The algorithm   employs   modular compression 

to represent a network's hierarchical structure. This involves compressing the flow of information 
between nodes by identifying redundant paths and assigning them to modules. Unlike embedding- 

based methods that project nodes into a metric space, MapSim positions nodes in a non-metric latent 

space based on their positions within the coding tree. This allows for asymmetric similarities, 
capturing directed interactions. Node similarities are calculated based on the compressibility of 

transitions between nodes. Nodes with highly compressible transitions are considered more similar, 

indicating stronger connections. The Formulas used in Map sim are as follows: 

Compressibility Formula: C_{uv} = \log \left( \frac{L_u + L_v}{L_{uv}} \right) 

This formula calculates the compressibility of a transition between two nodes u and v. 

Compressibility measures the redundancy in the flow of information between nodes. A higher 

compressibility indicates a stronger connection between the nodes. 

Similarity Formula: S_{uv} = \frac{1}{K} \sum_{i=1}^{K} C_{u_iv_i} 

This formula calculates the similarity between two nodes u and v. Similarity measures the degree of 

connection between nodes. Higher similarity indicates a more likely connection between the nodes. 

The compressibility formula measures the redundancy of information flow between nodes, while the 
similarity formula averages compressibility across multiple paths to capture the overall strength of 

connection. These formulas form the basis of MapSim's link prediction capabilities. MapSim 

consistently outperforms traditional embedding-based methods in link prediction tasks across various 
network types. It effectively handles directed networks, capturing asymmetric relationships between 

nodes. MapSim's computational complexity is lower than embedding-based methods, making it more 

scalable for large networks. 

2. Results and Discussion 

Modern research emphasize on numerous other higher level Methods for link prediction such as 

clustering and low-rank approximation, which can be joined with the above mentioned link prediction 

techniques to shape up a hybrid approach. Major methods using similarity score heuristics are 

summarized in tabular form with key characteristics as follows: 

Table 2: Similarity based Link Prediction Methods 
 

 
Year 

Link 

Prediction 

Method 

 
Proposed By 

 
Publisher 

 
Findings 

 
Research Gap 

 

 

 

 
2001 

 

 

 
Preferential 

Attachment 
Index[15] 

 

 

 

Newman 

 

 

 

Physical Review 

E 

Better for 
quantifying the 

functional 

significance of 

nodes on the 
bases of network 

dynamics. Nodes 

with high degree 

are more likely to 

get new links 

 

Only degree of the 

nodes is used to 

rank link between 
the nodes, need to 

explore new 

methods that use 

different attributes 
for link prediction. 

 
 

2001 

 
Common 
Neighbor 

Index[15] 

 
 

Newman 

 
 

Physical Review 
E 

CN consumes 

very little time 
and does well as 

compared to 

other local 
indices. 

Basic method, need 
to explore new 

methods for 

Similarity or 

proximity measure. 

 

 

2002 

 

 
Hub Promoted 

Index[17] 

 

 

Ravasz et al. 

 

 

Science 

Links adjacent to 

hubs are likely to 
obtain a higher 

similarity score. 

Used for 

analyzing 
metabolic 

 

Links away from 
the nodes are 

discarded. Need to 

explore more 
efficient methods 
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    networks  

 

 

 

 

 

 
2003 

 

 

 

 

 
 

Adamic Adar 
Index[19] 

 

 

 

 

 
 

Adamic A 
&Adar E 

 

 

 

 

 

 
Networks 

 

 

 
Nodes with rarer 

attributes are 

more likely to get 

new links. Yields 
very good results 

as compared to 

some other 
popular methods 

Research gap for 

finding better 

method using 
degree of nodes as 

non-prominent 

attribute links are 
not always 

influential in 

facilitating the 

formation of future 
interactions. Need 

to explore relative 

mean between 
nodes based 

similarity measure. 

 

 

 

 

 
2003 

 

 

 

 

Katz Index 

[18][33] 

 

 

 

 
Liben- 

Nowell and 
Kleinberg 

 

 
Proceedings of 
The Twelfth 

International 

Conference on 
Information and 

Knowledge 

Management 

Good 
performance 

path-based link 

prediction 

method. It 
proposed that 

greater the 

number of paths 
between two 

nodes, greater the 

chances of 
forming a link. 

 
 

Too complex as 

information about 
all paths is required 

and algorithm did 

not distinguish the 

contribution of the 
paths with the same 

path length. 

 

 

 

 

 
 

2003 

 

 

 

 

 

Jaccard 

Index[18][7] 

 

 

 

 

 
Liben- 

Nowell and 

Kleinberg 

 

 

 
Proceedings of 

The Twelfth 

International 

Conference on 
Information and 

Knowledge 

Management 

 
 

JC is used to 

measure 

similarity over 

the multiplicity. 
Solves the 

problem of 

ranking if there 

are multiple 
common 

neighbors. 

Need to explore 

and understand 

better measures of 
“proximity” that 

lead to accurate 

predictions, as It 

treat all products’ 
common 

neighbours equally, 

no matter what the 
products’ position 

are in product 

category hierarchy. 

 

 

 

 

2006 

 

 

 

Leicht-Holme- 

Newman 

Index[25] 

 

 

 

 

Leichtet al. 

 

 

 

 
Physical Review 

E 

Nodes are similar 

if their immediate 

neighbors in the 
network are 

themselves 

similar. It uses 

common 
neighbor 

approach relative 

to their geometric 

mean. 

 

 

 
Need to explore to 

generalize the 

methods using path 

based metrics. 

 

 

2006 

 

 
Sorenson 

Index[26][25] 

 

 

Sørensen T 

 

 
Biologiske 

Skrifter 

Sample 

Similarity based 

prediction used 

for analysis of 
plant sociology. 

It uses common 
neighbor 

 
 

Need to explore 
other mean based 

approaches 
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    approach relative 

to their arithmetic 
mean. 

 

 

 

2009 

 

 
Hub Depressed 

Index[32] 

 

 

Zhou et al. 

 
 

The European 

Physical Journal 

B 

Links adjacent to 

hub given a lower 

score. Proposed 
to measure and 

index nodes with 

the opposite 
effect of hubs 

Links adjacent to 

hub given 
sometimes have 

more chances of 

getting connected 
by a link. 

 

 

2009 

 

 
Local path 

Index [31] 

 

 

Lu et al. 

 

 
Physical Review 

E 

 
Shortest Path 

based prediction. 

Uses the path of 

length 2 or3. 

Need to explore 

methods that 
include factor 

information on 

paths between a 

node and its 
neighbors. 

 

 

 

2010 

 

 

 
PropFlow 

Index[34] 

 

 

 
Lichtenwalter 

et al. 

Proceedings Of 

The 16th ACM 

SIGKDD 

International 

Conference On 

Knowledge 
Discovery And 

Data Mining 

Random walk- 

based prediction. 
Extract the 

connectivity 

properties of 

pairs of nodes in 
social networks 

using random 
walk 

 

 
Need to explore 

more efficient 

global method for 
link prediction. 

 

 

2011 

 
Salton 

Index(Cosine 
Similarity 

Index)[36] 

 

 

Lü & Zhou 

 
Physica A: 

Statistical 
Mechanics and 

Its Applications 

Cosine based 

prediction, 

Compares 
documents in text 

mining using dot 

product of two 
vectors 

 
 

Works best with 

text mining base 
prediction only 

 

 

2012 

 

 
Friend Link 
Index [38] 

 

 
Papadimitrio 

u et.al. 

 
 

Journal of 

Systems and 
Software 

Uses unique 

pathways that 

provides greater 
chance of getting 

associated by a 

link in future 

 
Unique pathway 

doesn’t always 
provide best 

prediction. 

 

 

 
2016 

 

 
Commute time 

similarity 

Index[42] 

 

 

Martínez et 

al. 

 

 
ACM 

Computing 

Surveys (CSUR) 

Similarity time 

metric based 
prediction that 

finds and counts 

the expected 

number of hops 
from node 1 to 2 

and 2 to 1 

 
 

Need to explore 

hybrid similarity 
indices for better 

efficiency 
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2017 

 

 

 

 

 
Parallel 

Similarity 

Measure 
Index[46] 

 

 

 

 

 

 
Mohan et al. 

 

 

 

 

 
Journal of 

Parallel and 

Distributed 
Computing 

Hybrid common 

neighbor based 

Prediction that 

uses Adamic- 
Adar metric, 

community 

information and 
degree centrality 

of common 

neighbors. 

 

 

 

 
Involves lot of 

message generation 

and transfer which 

can affect the 
system 

performance. 

 

 

 

2018 

 

 

 
LinkGyp Index 

[47] 

 

 

 

Nandi - Das 

 

International 
Journal of 

Advanced 

Computer 
Science and 

Applications(IJ 

ACSA) 

Hybrid common 

neighbor based 

Prediction in 
which Adamic- 

Adar metric and 

preferential 
attachments are 

used to rank 
similarity scores. 

 
 

Need to explore 

new methods for 

links that are 
hidden for 

malicious purpose. 

 

 

 

 

 
2019 

 

 

 

Strong 

Stackelberg 
Equilibrium[48 

] 

 

 

 

 
Zhou, K., 

Michalak, T. 

et al. 

 

 

 

 

 
IEEE Xplore 

Enhances the 

strength of 

similarity-based 

link prediction by 
providing a 

constrained group 

reliable queries 
which precisely 

measure the 

presence and 

credibility of 

queried links. 

 

 

Need to explore 
link prediction that 

uses other features 

and topological 
structure including 

signed networks. 

 

 

 
2020 

CCPA - 
Common 

Neighbor and 

Centrality 

based 

Parameterized 
Algorithm 
Index[49] 

 

 

 
Iftikhar et al. 

 
 

Nature 

Research, 
Scientific 

Reports 

 

Hybrid of 
common 

neighbor and 

closeness 
centrality based 

prediction 

A thorough 

analysis is needed 

to explore better 
methods for multi - 

dimensional data 

sets to obtain a 

general inference 

based algorithm. 

 

 

 

 

2021 

 

 

GRA: Grey 

Relation 

Analysis and 

Tradition LP 
Methods 

 

 

 

 

Longjie et al 

 

 
Journal of 

Intelligent & 

Fuzzy Systems: 
Applications in 

Engineering and 

Technology 

Hybrid similarity 

model that 
combines GRA, 

node similarity 

and link 
similarity 

measures to 

capture both local 

and global 

structural 

information. 

 

 
Lack of explanation 

of how the 

proposed hybrid 
model is better than 

the state-of-the-art 

methods 

 
 

2022 

Comprehensive 
R Archive 

Network 

(CRAN) based 
Index[52] 

 
 

Szyman et al. 

Proceedings of 
the 26th 

International 

Conference on 
Knowledge- 

Hybrid of 
similarity-based 

methods, graph- 

based methods, 
and matrix 

Lack of 
investigation 

especially 

dedicated to 
assessing the 
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   Based and 

Intelligent 
Information & 

Engineering 

Systems (KES 

2022) 

factorization 

methods 
implemented in R 

effectiveness of 

link prediction 
algorithms in the 

setting of dynamic 

social networks. 

 

 

 

 

 
2023 

 

 

 

 

HGE: Hyper 

graph Neural 

Network [53] 

 

 

 

 

 
Zhao et al. 

 

 

 

 

 
Appl. Sci. 2023 

 

 

 
Use a similarity 

measure based on 

the cosine 

similarity of the 
node and hyper 

edge embedding 

Only evaluated 

their approach on 

two real-world 
datasets, which 

may not be 

representative of all 

hyper graph 
structures. Lack of 

comparison to 

state-of-the-art 
hypergraph-based 

link prediction 
methods. 

 

 

 

 

 

 

 

 
2023 

 

 

 

 

 

 

 

 
MapSim 

 

 

 

 

 

 

 
 

Blöcker .et 

al, 

 

 

 

 

 

 
 

Proceedings of 
the Machine 

Learning 

Research Press 

A hierarchical 

modular structure 

to capture node 

similarities, 
employs modular 

compression to 

represent a 
network's 

hierarchical 

structure. This 
involves 

compressing the 

flow of 

information 
between nodes by 

identifying 

redundant paths 

and assigning 

them to modules. 

 

 
Lack of 

investigation 
especially 

dedicated to 

assessing the 

effectiveness of 
link prediction 

algorithm by using 

a hybrid approach 

i.e. combining 
Mapsim with other 

major similarity 

based algorithms 
and study results. 

 

4. Conclusion 

The link prediction problems in complex networks facilitate predictions about the future organization 
of the network. The future of non-connected links amid node pairs is predicted. Link prediction 

methods are planned and implemented by using relationships between nodes based upon their 

attributes. In conclusion, by offering comparisons based on prediction approaches and prediction 
features, this review's primary goal is to give a continued link prediction review and close any gaps 

left by earlier literature review studies. The tabularization of link prediction provided in this paper can 

help researchers come up with fresh concepts and developments that advance link prediction research. 
Link prediction holds immense promise in the field of computational biology, offering the ability to 

unveil hidden connections between biological entities within complex networks. Similarity-based link 

prediction methods are versatile tools that can be applied to a wide range of fields to identify potential 

connections between entities in complex networks including social media friend recommendations, 
community detection, influence analysis and other recommendation systems. 
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