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  Abstract 

 

In this paper, a logical-mathematical model of the task of analyzing the 

composition and structure of documents by quantitative and qualitative 

features, as well as a recognition model for classifying and coding 

documents by their composition and structure, has been developed. A 

meaningful mathematical formulation of the problem and functional 

characteristics of the developed automated recognition complex is 

presented.  
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1. Introduction   

In solving problematic management problems in information systems, a large number of 

documents are transferred for processing, and in dozens of copies, which are formed in 

databases. Any document during storage and placement can be represented as a matrix of 

messages, where the rows describe the types of the object and document, and the columns 

describe the indicators and details of documents that carry information about quantitative and 

qualitative values. 

It should be noted that when documents of the same type are used in solving a specific 

problem, it is possible to trace the number of repeated names and values of indicators and 

details. Such structural and technological redundancy contained in the document can be used 

in the construction of algorithms for logical control of the reliability of information and 

control of built-in expert systems and databases. 

On the other way, prerequisites are being formed for solving the problems of classifying 

and recognizing documents according to their quantitative and qualitative characteristics. 

In this article, we have developed a logical-mathematical model for the problem of 

analyzing the composition and structure of documents by quantitative and qualitative 

characteristics, as well as a recognition model for classifying and coding documents by their 

composition and structure. A meaningful mathematical formulation of the problem and 

functional characteristics of the developed automated recognition complex is presented.  

The solution of a set of problems is modeled as a cybernetic system. The input of this 

system is formalized as a transformed matrix Y={X
I
J}, where i=1, m-are rows, j=1, n- are 

columns, which describe the characteristics of the document in the form of vectors. 
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Grouping features are formed as vectors, 
T

n ),,(
121   , n1<n 

and ),,(
221 n  , n2<n.  

Here x
i
j is the value of the j-th attribute of the i-th document; m- is the number of 

documents; n - the number of features that describe the characteristics of the rows or columns 

of the document;γq and βr components of the vectors γ and β, which are the qth and rth 

grouping features..  

The output of the system Y' is obtained using the operator L, which transforms the 

input of the system Y into the matrix Y', i.e. 

L(Y, γ, β}Y'. 

The output of the system has the form 

Y'={γqβr},  q=1,n,  r=1, n2.  

Here, each element of the matrix γq β2 is the number of (document) rows or columns of a 

document with grouping characteristics q and r.  

The elements of the Y' matrix are summarized by columns and rows. It turns out the final row 

vector W=(W1,...Wn2), where Wr=



1

1

n

r

rq
and the final column vector  = (1 ,…,  n1 )

T
.  

It has been established that for solving the formulated problems, methods of pattern 

recognition based on the calculation of estimates [1], which classify documents according to 

a set of given features, are effective. 

The developed recognition system includes the following functional blocks: 

1. Formation of a system of indicators describing the characteristics of the document;  

2. Formation of reference tables - T1
e
 and T2

e
, respectively, for the recognition task, as 

well as the control table T
k 

; 

3. Comparison of the elements of the control table Tk with the reference tables T
e
1 and 

T
e
2 and determining the degree of compliance of the characteristics of the document with the 

reference classes. Let the r-th system consist of the set М={1,…, t,… k} of documents, 

and each t-th document includes the set S= {S1, ..., Sj, ... , S t }, t= 1,k rows. 

nk t
T  =xhi

(t)  
 ,t=1,k, h=1,mi , i=1,n. 

Each document included in the system t is characterized by the values of the feature 

set X= {x1,...,хi…,хn}. The values of features will be denoted by xji
t
, j=1,t; i=1,n. Then the 

sequence of rows S
(t)

1,…, S
(t)

j, ... S
(t)
tformsacontroltable 

nk t
T  =xhi

(t)  
 ,t=1,k, h=1,mi, i=1,n. 

Let a table of standards be compiled on the basis of a priori given information 

nhqu
T =xhi

(u)
 .    U=1,L,    h=1,qu,     i=1,n 

And each set of lines of the form 

{xh1
(1)

 ,…, xhi
(1)

 ,…, xhn
(1)

 }    h=1,q. 

{ xh1
(2)

 ,…, xhi
(2)

 ,…, xhn
(2)

}    h=1,q2 

{ xh1
(l)

 ,…, xhi
(2)

 ,…, xhn
(2)

}     h=1,ql 

describes the qualitative characteristics of an artificially idealized document. 

It is required to determine the class Ku, U=1,I to which the document S
(t)

j belongs for 

the assessment task, and the system of features t, t M for comparative analysis. 

Therefore, the following problem is posed. Find an algorithm A that provides 

recognition (assignment to one of the Ki classes) of the object Si and the system of objects 

{S1, ...Sj, ..., Smt} == t . 

A modified version of the algorithm for calculating estimates has been developed, 

consisting of seven stages. 
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 The first stage of setting Algorithm A is to identify subsets from the set {1,2,..., n}, i.e. 

identification of system  A. The elements of system  A are called support sets, and  A 

itself is called the system of support sets of algorithm A. 

The set  A is finite. Its cardinality is equal to C
n

k, where n - is the number of columns 

of the table nlqu
T , and k - is the length of the voting set, consisting of an integer equal to the 

number of columns contained in all possible support sets  . The value k- is the first 

parameter of the driving algorithm. 

The second stage is the determination of the proximity function r( s,  sh,) between 

the strings  s and  sh, where corresponds to    A. Here,  s and  sh are part of the 

allowed strings S and Sh, where Sh is the reference description string of the h-th document 

(h=1, q, U=1,l), and S is an input vector that carries information about the estimated row ((or 

column)). 

Different models consider different proximity functions. We have used the following 

two types: 

1) features take values from the binary alphabet, then 

r( s,  sh) =








h

h

s  s

ss

0

1





если

если

 
  2) given  s =( α1, ..., αn),  sh == ( β1, ... , βn), i.e. features take values from an 

arbitrary alphabet, are positive numbers, i and i p(s,sh) is the number of failed inequalities of 

the form | αi - βi | ≤ i , i= 1, 2, .... ,n. Then 

r( s,  sh) =
 

 







. ,

,ss,

0

1 h





hssесли

если
 

At the third stage, the row score for the fixed reference set T  .ss, h is calculated. The 

estimate is determined by the value of the proximity function r( s,  sh). At the stage of 

calculating estimates, the “external parameters” of the Sh line can be taken into account. 

This model uses parameters h - the degree of importance or representativeness of rows 

Sh of the reference table. Then the desired estimate can be written in the form 

Г (s,sn)=  (sh), r ( s,  sh). 

At the fourth stage, an estimate is calculated for a fixed reference set. 
uГ (s): 


uГ (s)= [Г (s,s1), Г  (s,s2 ),…, Г (s,sh),…, Г (s, s

uq )]. 

The function  is given 
u

wГ  =  .ss,Г h

q

1h

U




 where qu is the number of objects of the U-

th class. 

At the fifth stage, the estimate Гu(s) for the class Ku is calculated using the system of 

support sets. It is defined as a function of scores 
uГ  (s) for various subsets : 

Гu(s)=
 


 А


uГ (s)=

 


 А

 .s,sГ
u

h

q

1h

 


  

The recognition operator RA, using these five stages of the algorithm, calculates the 

evaluation matrix {Гju }m*l for solving evaluation problems. 

At the sixth stage, the total estimate ГU ( t ) for the class KU is calculated for the fixed 

sets of rows 

t =(s1
(t)

,…,si
(t)

,…,s
t

(t)
),   t=1,k. 

https://jazindia.com/


A Recognition Model and an Algorithm for Calculating Values for the Classification and 

Coding of Documents in Organizational Management Systems 
 

 

- 1952 -                                                                                                   Available online at: https://jazindia.com 

Let the quantities be calculated. 

ГU(s1
(t)

,…,)... , ГU(sj
(t)

 ),…, ГU(s t
(t)

 ), those. the matrix of estimates is given {Гju}m*t. Then 

the calculated total score is defined as a function 

ГU( t )= [ГU(s1
(t)

),…,ГU(sj
(t)

 ),…, ГU(s t
(t)

 )] =  [{Гju} t *l ], 

and the function  looks like 

ГU( t )=  ,)(
m

1

U

t
t

i

j

sГ


 

or, according to the fifth step, 

ГU( t )=
 

   .,s,s
)(

j

11}{

)(

j

1

m

1

t

h

t
q

h

m

j

h

t
q

hj

sГsГ
Ut

A

U

A




 






 

Thus, at the sixth stage, the matrix of the total assessment {Гtu}kxl is calculated to solve 

the problems of comparative analysis.  

At the seventh stage, the decision rule rA of algorithm A is developed.  

Let us assume that the quantities Г1(s), Г2(s),…,Гl(s), Г2(µt ,…,Гl(µt), i.e. estimates of 

the input vector S, respectively, have been calculated.  

If r(Г1, ... , Гl )=U,  1U l.l. then the string S or the set of strings are t classified as 

belonging to the class KU.  

The decision rule rA in the case of using a combination of rows and a set of rows is 

represented as follows: 

     ;Гr ju lju
A

l 
 
      lktu

A

lk
Гr 

 tu   

Here   lju
A

 and  lkju
A

 are matrices of information vectors of objects 

s1,…,s2,…,sj,…, respectively, and systems of objects ,,...,, k21  built by algorithm A. To 

solve a complex of problems of comparative analysis, a modified version of the pattern 

recognition algorithm based on the calculation of estimates, and an algorithm for calculating 

the total estimate of the characteristics of a document, have been developed. 
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