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ABSTRACT:  

Cardiovascular Disease (CVD) is a leading cause of death worldwide, 

with the potential to cause serious conditions such as heart attacks and 

strokes. Early assessment of CVD can significantly reduce mortality rates. 

In recent studies, machine learning algorithms have been applied to 

Electronic Health Records (EHR) to estimate risk factors for myocardial 

infarction. This article explores the use of various machine learning 

techniques on a healthcare dataset to predict a 10-year risk of future 

coronary heart disease (CHD). The dataset used in this study was 

obtained from the Framingham and Massachusetts cardiovascular study. 

We found that our models achieved varying levels of accuracy: 64% for 

logistic regression, 83% for Naïve Bayes classifier, 42% for Support 

Vector Machine (SVM), 65% for Random Forest, 78% for KNN classifier, 

and 70% for XGBOOST classifier. It is revealed that a patient with no 

history of heart disease may benefit from an algorithm such as  Naive 

Bayes Classifier, while an older patient with a history of heart disease may 

require an algorithm such as Support Vector Machine. These factors can 

help guide the physician in selecting the most appropriate algorithm for 

each individual patient, ensuring that the diagnosis is as accurate as 

possible and that the treatment plan is tailored to meet the patient's unique 

needs. 

Keywords:  Support Vector Machine, Cardiovascular diseases, Machine 

learning 

 

Introduction: 

Cardiovascular Disease (CVD) is a major 

health concern worldwide, causing 

millions of deaths each year with 

increasing rates  [1, 2, 3]. Cardiologists 

and surgeons often struggle with 

estimating the risk of heart failure. It is 

crucial to accurately predict the risk of 

heart failure in order to identify and treat 

complex cardiovascular diseases at an 

early stage. Machine learning models from 
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medical databases can be used for that 

purpose. Ishaq et al. [4] has made an 

attempt to predict heart failure disease 

using SMOTE and data mining techniques.  

 

Machine learning techniques can be more 

useful than traditional modeling techniques 

in some cases. Turkmenoglu and Yildiz 

[5], as well as Chicco and Jurmen [6], have 

used machine learning models in their data 

analysis. Different machine learning 

models can lead to different conclusions, 

and it is important to choose the 

appropriate model for a specific use case. 

Therefore, it is necessary to carefully 

evaluate the performance of each model to 

determine which one is best suited for the 

task at hand. 

 

To further explore the use of machine 

learning    in    predicting     cardiovascular  

 

disease, this study utilizes the Framingham 

Heart Study data set. By applying multiple 

machine learning techniques and using the 

Python framework, we aim to gain 

valuable insights into CVD prediction. The 

Framingham data set contains 3,390 

records and 17 attributes related to patient 

information, making it an extremely useful 

resource for predicting CVD. 

 

METHODOLOGY 

Data collection was made by many 

researchers   from the  Framingham dataset 

[7, 8, 9 ]. Here we have also used the 

Framingham dataset. Demographic  

features such as Sex ( male or female), 

Age of the patient (Continuous - Although 

the recorded ages have been truncated to 

whole numbers, the concept of age is 

continuous) , behavioural features like 

smoking (whether or not the patient is a 

current smoker),  Cigs Per Day (the 

number of cigarettes that the person 

smoked on average in one day and can be 

considered continuous as one can have any 

number of cigarettes, even half a cigarette, 

medical parameters like BP, Prevalent 

Stroke, Prevalent Hypertension, Diabetes,  

Total  Cholesterol level, Systolic blood 

pressure, diastolic blood pressure , Body 

Mass Index, heart rate, glucose level, 10-

year risk of coronary heart disease (  CHD 

) are taken into consideration.  

Data cleaning has been  made to make the 

data free from error. Then missing value 

treatment has been  treated as medians. 

Inconsistencies have been  detected by 

graphical methods. Data imbalance has 

been  resolved by equalising data for both 

the classes getting rid of oversampling. 

Outliers have been  handled and out of 

range or false data have been eliminated 

removing duplicate values. Same values in 

multiple places have also been removed. 

Label encoding has been used for few 

categorical features. Multicollinearity  has 

been removed using the VIF factor and 

after that exploratory data analysis method 

has been adopted. made. Then the ML 

algorithm has been applied to find the 

accuracy, precision score, F1 score and the 

recall. Missing value (null value) treatment 

has been carried out  through missing 

observations in several columns which has  

further been treated with its median value 

that corresponds to that column. 

 

 Figure-1. Position of null values            
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 Figure-2. After treating null 

values 

Exploratory data analysis that we 

performed on our train dataset helped us to 

realize how different features do influence 

the target variable.

 

                       

 Figure-3. Data distribution 

 

   Figure 4 – outlier treatment

https://jazindia.com/


Prediction of Cardiovascular disease  using  machine learning algorithms on healthcare data 

1218 

Available online at: https://jazindia.com 

 

 

   Figure-5- visualisation of data distribution before outlier treatment 
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Figure-6- Visualisation of data distribution with and without outlier treatment 

Checking and dropping the duplicate values and cleaning the dataset, label encoding has  

been made by converting the categorical variables into numeric form. Univariate analysis 

method has been used on one variable with the aim of finding out and identifying the 

characteristics of the variable.  

 

                Figure-7- Univariate analysis  

Bivariate analysis for any combination of categorical and continuous variables has also  made 

using the python framework. 

 

.  
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         Figure-8- Bivariate analysis 

Then, multicollinearity treatment has been made to check correlation among various 

independent variables in order to draw  a reliable statistical inference. 

 

                                                       Figure-9- Multicollinearity graph  

Variance Inflation Factor (VIF) has been  used usually with a VIF score less than 5 ( V.I.F = 

1/1-R^2 ) and then considering the features with VIF score less than 10, the  data  left with 
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the following features in the above, have been with the features like   age, education, sex, cigs 

per day, prevalent HYP, BP meds, diabetes and  prevalent stroke.                                                                                  

                                    

 

                            Fig-10-VIF score

In order to build the model, class imbalance issue has been solved using SMOTE and  

TOMEK links ; Confusion matrix is plotted for comparison of actual target values with 

predicted values. 

                  

Figure-11- Confusion matrix 
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Then Performance measurement has been made through AUC-ROC curve at various 

threshold settings. 

                                                                      

     Figure-12- AUC-ROC curve 

Classification report is made to get the accuracy score, precision, recall and F1 score in the 

form of Metrics. Feature   importance is also assigned for both classification and regression 

problem

 

LOGISTIC REGRESSION 

 

Figure13- Here it is showing that accuracy for logistic regression is 0.64, Precision is 

0.25, recall is 0.66, F 1 score is 0.3 
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NAÏVE BAYES CLASSIFIER:  

 

Figure14- Here it is showing that accuracy for Naïve Bayes Classifier is 0.83, Precision is 

0.4, recall is 0.26, F 1 score is 0.32 

Support vector classifier:  

 

 

 

Figure15- Here it is showing that accuracy for support vector classifier is 0.42, Precision 

is 0.2, recall is 0.91, F 1 score is 0.32 
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Random Forest classifier:  

 

Figure16- Here it is showing that accuracy for random forest classifier is 0.65, Precision 

is 0.24, recall is 0.55, F 1 score is 0.34 

KNN Classifier: 

 

Figure17- Here it is showing that accuracy for KNN classifier is 0.78, Precision is 0.17, 

recall is 0.38, F 1 score is 0.23 
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XGBoost  classifier: 

 

Figure18- Here it is showing that accuracy for XG Boost classifier is 0.7, Precision is 

0.28, recall is 0.5, F 1 score is 0.36

CONCLUSION: 

In conclusion, we have addressed the issue 

of class imbalance in the training data set 

by adding synthetic data points. Our study 

shows that the high performance of the 

models on the training set is not due to 

overfitting but rather a mismatch in the 

data distribution between the training and 

test sets. 

We also found that the choice of algorithm 

depends on the specific needs of the 

patient. For patients without heart disease, 

a high precision is desired, making the 

Naive Bayes Classifier (NBC) a suitable 

algorithm. For patients with heart disease 

undergoing treatment for other conditions, 

an algorithm with high recall, such as 

Support Vector Machine (SVC), is 

recommended to avoid overlooking the 

presence of heart disease. 

 

In cases where the patient's correct 

diagnosis of heart disease is not critical 

and other diseases are equally important, 

F1 score can be used to identify other 

ailments. Our study shows that Logistic 

Regression and Extreme Gradient 

Boosting (XGBoost) algorithms have high 

F1 scores, making them suitable for such 

cases. 

Overall, the choice of algorithm depends 

on the specific needs of the patient and the 

priorities of the treating physician. By 

selecting the appropriate algorithm, 

doctors can improve the accuracy of their 

diagnoses and provide better treatment 

options for their patients. 
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