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Abstract   

   

Young generation of every country is the future of the country. The country with 

the highest GER in higher education will be more successful in all the terms (Kel-

ler, K.R.I. ,2021). India’s GER in higher education in 2018-19 was 26.3, and in 

2019-20 is 27.1.It is observed from statistics that it is which is increased. Students 

are enrolling for higher education but many fails to complete it (Ministry of Edu-

cation, Government of India, AISHE Report 2019-20). This leads to the need of 

identification of reasons of students’ academic success or failure. If we predict 

students’ academic success or failure at the initial stages of their graduation peri-

od will help to take preventive measures and increase passing percentage. Student 

academic success is one of the criteria for accessing quality of the educational 

institutions, and it is one of the crucial components. There are different aspects of 

students' academic success, such as exam-oriented, employment-oriented, and 

higher study-oriented.  
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1. Introduction 

 

According to Sustainable Development Goal(SDG), any educational institution's responsibility is to ensure 

inclusive and equitable quality education and promote lifelong learning opportunities for all(Nhamo & 

Mjimba, n.d.). The institute needs to identify weak students and take appropriate action to improve their per-

formances. In this process, predicting the performance of students throughout the educational period is very 

important. There are students who have started with higher studies but could not complete it. So, it is neces-

sary to find out the reason behind it. If we monitor the performance of students in the early stage, it will be 

beneficial for students as well as for Teachers also to follow different practices to improve the student per-

formance. 

A system or a model that could predict student success in the first few semesters of a program would sub-

stantially help to alleviate this problem. And there is a need to develop an early Student Academic Success 

Prediction (SASP) model to address this problem. To build such a system or model would require the identi-

fication of early performance predictors of student success and the appropriate implementation of a scientifi-

cally sound, robust modeling technique.  
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Early SASP is going to help students to identify their strengths and weaknesses. It will allow students to take 

preventive measures for completing a degree successfully. Also, in this study, the correlation between other 

co-curricular activities and work environment and success identification is there. The study also helps par-

ents to find their child's progress during higher educational studies. The research aims to find the relationship 

between family background and student academic success, allowing parents to motivate their children and 

overcome family background difficulties. Family support is essential in Student' education as well as aca-

demic success(Roksa & Kinsley, 2018). 

Early prediction of students’ potential can be a helpful strategy to mitigate failure, achieve better outcomes, 

and skillful management of    resources in higher education institutions (Miguéis et al., 2018). The proposed 

work benefits teachers who can design teaching pedagogy and takes preventive measures. The study will 

also help in enhancing teaching outcomes (Zheng L. et al., 2018).  

Student retention is a significant challenge for different educational institutions (Aljohani, 2016). The per-

formance of an institution is measured by various factors such as quality education, campus placement, ex-

tra-curricular activities, infrastructure, and resources. This study will help institutions develop educational 

policies, appoint highly qualified faculties, and improve quality education by providing the best infrastruc-

ture and resources. Skill-based education plays a vital role in employment, and it is the university's responsi-

bility to design a course curriculum with the industrial collaboration that provides extra skill sets and fulfills 

industrial requirements(Borah et al., 2021). The aim of the study is to find a correlation between the socio-

economic background and success of the student, which will help universities and governments to design 

different educational policies, program fees structure, scholarships, and financial aids programs or grants. 

 

2. Literature Review 

The literature reviews is essential for gaining an understanding of the existing research and explore a particu-

lar topic or area of study, and to present that knowledge. The databases such as Science Direct, IEEE Xplore, 

Springer, Google Scholar ,and Research Gate were referred using Machine learning ,predicting students’ ac-

ademic performance, academic success, student success prediction, higher education as keywords. 

 

2. Objective 

i.) To design a state-of-the-art prediction model for student’s academic success based on identified indica-

tors. 

ii.) To evaluate the performance of prediction model with existing models. 

iii) To identify different indicators affecting students’ academic success 

 

4. Scope and Limitation 

The study primarily focuses on prediction of student academic success in the Computer Science domain us-

ing different Machine Learning Techniques. This study will also design a decision support system for differ-

ent stakeholders. The data of colleges under Savitribai Phule Pune University in urban area are considered 

for research study. There are different colleges are there under SPPU.  

 

5. Research Methodology 

There are take some colleges in Pune University region for the study 10% to 20% of total college data will 

be collected. Last 5 years up to the semester 3 or 4 data will be collected for study. The data needs for re-

search will be broadly classified into three categories. 

i) Demographic Data: Demographic and socio-economic characteristics of individual student. 

ii) Academic Data: Prior academic data of students like SSC score, HSC score and university data like se-

mester marks. 

iii) Organizational Data: data related to organization, origin, function, objectives, performance and growth. 

For the specified research primary and secondary data is needed. Secondary data will be collected directly 

from the institutions. Primary data will be collected fresh from student as well as educationist using different 

techniques like survey techniques, questionnaire  

 

6. Data Collection and Analysis 

Education is attaining new knowledge, understanding, skills, values, and categorized as formal or informal. 

“Education contributes to improved livelihoods, rapid economic development, reductions in gender inequi-

ties, strengthened support for democracy, and greater concern for the environment among other contribu-

tions” (Nhamo & Mjimba, n.d.).In India formal education is categorized into four levels: secondary, higher 

secondary, graduation, and post-graduation level. Indian Institutions are categorized in 4 main Categories; 
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University, College, Schools, and Stand-Alone Institutions. Table 1 shows the statistics of total number of 

universities, colleges, and standalone Institutions in India and Maharashtra state. 

 

Table 1: Total number of universities, colleges and standalone Institutions in India and Maharashtra state 
 Universities Colleges Stand Alone Institutions 

India 1043 42343 11779 

Maharashtra 46 4494 6952   

(Source: AISHE Report 2019-20) 

 

Gross Enrollment Ratio (GER) is the total enrolment in a specific level of education, regardless of age, and 

expel. It is a percentage of the population in the official age group corresponding to the level of education 

(Joshi & Ahir, 2019). In India, the GER in higher education is 27.1, calculated for the 18-23 age groups. To-

tal enrollment in higher education is estimated to 38.5 million (Ministry of Education, Government of India, 

AISHE Report 2019-20)(Figure 1).  

 

    
Figure 1: (a) Student Enrollment by Levels (b) Student Enrollment of Under Graduate Levels 

(Source: AISHE Report 2019-20) 

 

Percentage share of student Out-Turn in different levels as well at undergraduate level are shown in Figure 2. 

 

 
Figure 2: Student pass out percentage (a) by level (b) at Under Graduate Level 

(Source: AISHE Report 2019-20) 

 

As per the above statistics 79.53% student enrolled for undergraduate level and student passing percentage is 

70.73% (Ministry of Education, Government of India,AISHE Report 2019-20). There are 30,619,050 stu-

dents enrolled for undergraduate level programs, and 27,231,050 students completed graduation successfully 

(Ministry of Education, Government of India, AISHE Report 2019-20). It is clear that students enrolled for 

undergraduate courses but approximately 10% of student failed to complete the graduation. Student academ-

ic success ratio in science and engineering and technology streams is comparatively low as compared to arts 

stream (Ministry of Education, Government of India, AISHE Report 2019-20).  There is need to identify the 

causes of deterioration. 
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a) Role of Machine Learning for SASP 

In their study, the authors (Martínez-Carrascal et al., 2020) tries to find out the impact of early activity on 

flipped classroom performance. Different algorithms are used for prediction such as Decision Tree (DT), 

KNN,SVM. The precision method is used to check the accuracy of algorithms' prediction, and SVM gives 

the highest accuracy. Indicators such as class id, item id , action expected, due date ,quiz on time, quiz total 

,lectures on time, lecture total, log lines, login days, attendance, num_mat were used for the study. The study 

concluded that model works good for fresher as compared to repeater student as well as it is found that stu-

dent engagement in class either attendance or quiz completion are critical factors in success. The study is 

suitable for predicting success and with large dataset and with additional indicators better prediction can be 

made. 

Authors (Akash et al., 2021) tried to find the correlation between co- curricular activities and student aca-

demic performance. The techniques used were voting perceptron , logistic regression, MLP, and the random 

forest classifier .The study stated that logistic regression gives highest accuracy highest accuracy and with 

correlation of 69%  between CGPA and extracurricular activities. The extracurricular activities are major 

factor in student success prediction and need to be explored more with proper and in depth study. 

The study by authors (Aviso et al., 2021) focuses on finding the influential institutional indicators which af-

fect graduate employability using classification models. The indicators used for study were international re-

search network, inbound and outbound exchange, papers and citations per papers, international students, in-

ternational faculty, highly qualified faculty, teacher-student ratio, academic reputation, employer reputation 

as a decision variable. The study derived and validates five rule-based classifiers, and it is concluded that 

there is a significant alliance between research and internalization with employability. The future scope is 

high for this research, and additional indicators might result in a different association. 

 

b)  Role of Machine Learning for SASP in Indian Context 

The review by (Kumar et al., 2017) stated that internal marks and  CGPA of the student are important indica-

tor for the prediction of results.  Also, in the review author concluded that most of the researchers used  clas-

sifiers such as DT, NB, and Rule- Based algorithms for predicting student’s academic performance. 

Author (Dhilipan et al., 2021) proposed a prediction system for student identification. Binomial logical re-

gression, DT, and KNN classifier machine learning techniques used for the study. Performance of each algo-

rithm was evaluated using measuring metrics such as confusion matrix, precision, recall, f1-score support. 

The indicators used for study were 10th marks, 12th marks and three semester marks. Binomial logical regres-

sion gives highest accuracy 97.05%.Additional features can be used for better prediction.  

In one of the study authors (Pallathadka et al., 2021) used Nave Bayes, ID3, C4.5, and SVM  algorithms to 

classify and predict student performance. These algorithms are analyzed with accuracy and error rate metrics 

and it is found that SVM gives highest accuracy 88% for prediction. UCI machinery student performance 

data set(Cortez & Silva, 2008) was used in the study. Table 3 gives brief review of machine learning algo-

rithm used for the SASP in Indian Context. 

 

7. Conclusion  

 

At the end of the research paper, a well-integrated framework of the influential indicators will be provided. 

Using different machine learning techniques, a well-defined prediction model will be designed for a student's 

early success prediction in higher education. Interactive decision support will be designed, which will help 

different stakeholders to make timely decisions to solve different problems. 
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