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Abstract  

 

This innovative system operates as an automated, domain-specific knowledge 

repository designed specifically to furnish reliable Malayalam responses to 

inquiries pertaining to COVID-19. Leveraging advanced Natural Language 

Processing (NLP) algorithms, both Malayalam documents and questions undergo 

meticulous processing. The semantic modelling and document conversion stages 

employ the Word Embedding approach, specifically Continuous Bag of Words 

(CBOW), to enhance the system's understanding of the language nuances. 

Subsequently, the retrieved results for a given query are meticulously ranked 

using the cosine similarity measure, ensuring that the most relevant and accurate 

information is presented to the user. Integral to the system's efficacy is our 

proprietary Malayalam question-answering dataset. This dataset has been 

meticulously curated, drawing from reliable and publicly accessible sources 

related to COVID-19. It serves as the foundation for experimentation, reflecting 

the system's ability to provide accurate responses. The system's performance is 

quantified using the F1 score, a metric that combines precision and recall, 

yielding a comprehensive evaluation. In our experimentation, the F1 score of the 

Semantic Malayalam Question-Answering System is found to be 76%, attesting 

to its robustness and effectiveness in delivering trustworthy information in the 

Malayalam language within the context of COVID-19. 

 

Key words: Question Answering; Natural Language Processing; Continuous 

Bag of Words; Information Retrieval; Cosine Similarity. 

 

1. Introduction 

 

The severe acute respiratory syndrome (SARS) that is the cause of the global coronavirus pandemic COVID-

19 originated in China. A sudden COVID-19 outbreak forced millions of individuals into quarantine and social 

distance. As a result, reports from all across the world indicated a sharp increase in mental health issues among 

people, including depression, stress disorders, and suicidal thoughts. As a result, individuals are always 

searching the internet for COVID-19 updates and solutions. A plethora of web sites are at one's disposal for 

obtaining knowledge.We suggest a Malayalam question-answering system that can automatically respond to 

COVID-19-related queries in order to address this problem. Contextual and semantic information are required 

for the semantic information retrieval from vast amounts of unstructured data. We suggested a word 

embedding-based question answering system to bridge the semantic gap. 

This is an automatic domain-specific knowledge system designed to provide pertinent Malayalam responses 

to queries pertaining to COVID-19. The Malayalam language is used by users to query the system, which will 

then process their questions, compare them with the documents that are available, and rank and get the 



Journal of Advanced Zoology  
 

Available online at: https://jazindia.com   606  

responses that are most pertinent to their queries. While there are numerous intelligent systems available in 

other languages, the Malayalam language does not currently have an efficient system for answering semantic 

questions. Developing a semantic Q&A system is a difficult endeavor because of the agglutinative character 

of the Malayalam language. Even so, the Q&A feature in our own tongue will benefit native speakers, 

particularly the illiterate ones. This work's primary motivation is this. 

 

2. Question Answering Systems 

 

Question-Answering and Information Retrieval are utilized to automatically obtain pertinent responses in 

natural languages for consumers' inquiries. The technology allows users to query it in their own language. 

After processing the queries and matching them with the documents, the system will return the pertinent 

results. Native languages like Malayalam, Kannada, and others can be processed and analyzed using natural 

language processing techniques. 

Users submit natural language questions to the question-answering system, which then interprets and 

transforms them into more structured or meaningful forms. After that, the algorithm classifies them by 

analyzing the organized shape. Next, compare the queries to documents that are already in the database, assign 

a score to the documents based on any similarity metric, and obtain the relevant result. Figure 1 depicts the 

general architecture of the question-answering system. 

 

 

  
Figure 1: Architecture of Question Answering System 

 

3. Review of Related Work 

 

In a work, conducted by Fan Fang, Bo-wen Zhang, and Xu-cheng Yin as documented in their work [5], a novel 

approach to information retrieval was introduced. Their methodology involved a synergistic integration of 

semantic information with the traditional Sequential Dependence Model (SDM). The aim was to enhance the 

precision and effectiveness of information retrieval processes. A noteworthy aspect of their approach was the 

incorporation of word embedding-based synonym mapping. This technique is rooted in the utilisation of word 

embeddings, specifically employing methods like Continuous Bag of Words (CBOW) or Skip-Gram, to map 

synonymous terms or phrases within the document corpus. By establishing semantic connections through word 

embeddings, the researchers sought to refine the intricacies of the Sequential Dependence Model. 

The Sequential Dependence Model, a conventional approach in information retrieval, relies on the inherent 

sequential dependencies within a document. It considers the order and arrangement of words to infer context 

and relevance. By complementing this model with semantic information derived from word embeddings, the 

researchers aimed to enrich the system's understanding of the relationships between words and phrases, thereby 

improving the accuracy of the information retrieval process. The use of word embedding-based synonym 

mapping, in particular, adds a layer of nuance to the retrieval process. It enables the system to recognise not 

only direct lexical matches but also semantically related terms, thereby broadening the scope of relevant 

information retrieved. This innovative integration of semantic information with the Sequential Dependence 

Model reflects a forward-thinking approach to information retrieval, embracing both traditional models and 

contemporary techniques. The work by Fang, Zhang, and Yin contributes to the ongoing exploration of 

advanced methods to optimise the extraction of pertinent information from vast document corpora. 
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Bo Xu, Hongfei Lin, and Yuan Lin [6][7] presented a query expansion on learning-to-rank techniques 

biomedical information retrieval system. In addition, they employed query expansion, pseudo relevance 

feedback, and co-occurring term selection, among other techniques. 

Researchers Dwaipayan Roy, Debasis Ganguly, Sumit Bhatia, Srikanta Bedathur, and Mandar Mitra [8] all 

looked into how word normalization and collection decisions affected the performance of ad hoc retrieval 

when learning word embedding. Two criteria were put forth by them to gauge how similar word vector 

embedded spaces are to one another. Because of the intrinsic properties of the embedding algorithms, 

word2vec (1) typically performs well on a stemmed collection and (2) quickly produces text on an unprocessed 

collection. 

Md Mahadi Hasan Nahid, Shomi Khan, and Khadiza Tul Kubra [9] suggested a Bangla question-answering 

system. They experimented with the technique using both English and Bangla. They matched semantics using 

anaphora-cataphora resolution. 

A technique for answering Malayalam questions was proposed by Archana S.M., Naima Vahab, et al. [10]. 

They determined the terms in question and the vibhakthi connected to the response. The system is governed 

by rules. Based on the vibhakthi of the question and response modules, the answers are obtained. 

Using query expansion techniques, Arjun Babu and Sindhu L 11] have created an information retrieval system 

for Malayalam. For answer retrieval, they employed vector space modeling and cosine similarity. Additionally, 

they employed synonym mapping to raise the system's accuracy. 

Vaishali Singh et al. [12] presented a customized method of question answering through end-user modeling in 

their work. based on the user's profile and region of interest. Several similarity metrics, including entity value 

similarity and attribute value similarity, can be used to personalize the retrieved data. 

A unique technique for utilizing a graph model to determine document similarity was provided by Sheetal.S 

et al. [13]. They used Wikipedia and WordNet with a modified approach. The weighted conceptual graph of 

the coexistence term in this method is utilized to display textual documents. To determine the relationship 

between feature terms and weighted terms for graph construction, they employed the co-reference resolution 

method. 

An ontology-based information extraction and summary system for Tamil news material retrieval for user 

queries was proposed by Swathilakshmi Venkatachalam et al. [14]. Certain information can be extracted from 

natural language and submitted to ontology by employing information extraction. There are two distinct 

domains within the ontology cluster. A multi-document text summarizer then compiles the most significant 

events into a summary. In the end, the query extractor pulls information from the database and presents it to 

users based on their search terms. 

In the field of music, Navjot Kaur et al. [15] created a semantic information retrieval system. They developed 

query reformulation techniques in order to perform multilingual information retrieval using string ontology for 

semantic information retrieval. 

According to the review, the majority of semantic information retrieval work is done in the English language 

domain, while a small number of works are done in native languages like Tamil and Malayalam. Various 

techniques such as Natural Language Processing (NLP), Machine Learning, Deep Learning, etc. are employed 

for retrieving information at the semantic level. Word embedding at the context level and deep learning are the 

foundations of most current efforts. 

 

4. Architecture of Proposed Question Answering System. 

 

Let us explore the details of the suggested semantic Malayalam question answering system, looking at its 

architecture and the approaches used at different phases. The architecture of the system is made up of a number 

of essential parts, each of which is vital to maintaining the effectiveness and precision of the information 

retrieval process. Document ranking, feature vector development and semantic modelling, query and document 

preprocessing, and response retrieval are some of the crucial phases. 

 

a) Preprocessing of Query and Documents. 

Initially, the query is transformed into a standard format by comparing its structure with the queries that have 

been saved. Next, a variety of pre-processing methods are applied to the query and documents, including 

lemmatization, stop-word removal, and tokenization.The user requests are divided into discrete tokens 

throughout the tokenization process. We're using word tokenization here. Next, in order to decrease the 

dimension of the term space, stop words were removed. In this effort, we create our own list of Malayalam 

stop words that are not as crucial to the process of answering questions.Lastly, based on the word's intended 

meaning, lemmatization was employed to determine the word's "lemma." Lemmatization, as opposed to 
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stemming, aids in determining a word's Part Of Speech, meaning, and context within a document. Here, we 

carried out all of the preprocessing using iNLTK. 

 

b) Feature Vector Creation and Modelling. 

Model the un labeled word from the corpora into a dense vector space after pre-processing. In this case, we 

suggested modelling the words to an m-dimensional vector space using word embedding. Semantics and word 

context will be taken into account while modelling. Model a word in word embedding by mapping it from a 

multidimensional space to a continuous vector space with a significantly less dimension per word. Word2Vec 

is the algorithm suggested for this investigation [4][5]. Word2vec uses a three-layered neural network to train 

itself to construct vocabulary from the corpus and learn word representations. Word2vec offers two models: 

1. Skip-gram and 2. Continuous Bag of Words (CBOW). Unlike skip-gram, which learns representations by 

guessing each target word based on its context words, CBOW learns representations by predicting the target 

word. This study conducted with CBOW model. 

 

c) Document Modelling and Answer Retrieval 

The similarity measure, which might indicate how similar the searches and documents are, is used to rank the 

documents. For answer retrieval, we employ cosine similarity in this case. Equation 1 illustrates the calculation 

of the Cosine similarity between the questions and the document.  

 

Cosine-sim (Q,D) = [|Q∩D| / |Q|1/2 * | D| 1/2] -       (1)  

A higher Cosine value suggests that the query and the documents are highly comparable. In response to the 

user's query, the system will return the document with the highest cosine similarity value.  

The block diagram of proposed question answering system is shown in figure 2.  

The different steps of the proposed algorithm as shown below.  

step1:Start 

step 2: Pre-processing of Query and documents.  

Step 3: Convert and Model the documents in to a M -dimensional vector space using CBOW Word2Vec 

algorithm. 

step 4: Find the similarity between query and documents by using cosine similarity measure.  

Step 5: Rank the documents based on their cosine similarity value. step6: Return the document with the highest 

cosine similarity value. step7: Stop.  

 
   Figure 2 : Block Diagram of Question Answering System. 
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5. Experimental Results and Analysis  

 

The implementation of the proposed semantic Malayalam question-answering system necessitates the creation 

of a robust and domain-specific dataset. To achieve this, we have meticulously curated our own Malayalam 

question-answering dataset by extracting information from publicly available websites such as TDIL 

(Technology Development for Indian Languages), Kerala.gov.in, health.gov.ac, and others. This dataset forms 

the foundation for training and evaluating the system's performance. 

 

The process of dataset creation involves systematically collecting relevant textual data, including questions 

and corresponding answers, from authoritative sources related to COVID-19. The chosen websites are 

reputable platforms that disseminate accurate and up-to-date information in Malayalam, ensuring the reliability 

of the dataset. The questions are formulated to cover a diverse range of topics within the domain of COVID-

19, reflecting the varied information needs of users. 

Here is an excerpt of sample queries and their corresponding retrieved results from the created dataset, as 

illustrated in Table 1:  

 

 
Table 1: Sample Queries and Retrieved Results 
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The evaluation of the system is performed by using F1 Score. The F1 Score of the system is evaluated as 76 

%. 

6. Conclusion and Direction for Future Research 

 

In the context of addressing the unique information needs of the native population during the ongoing COVID-

19 pandemic, our work introduces a groundbreaking solution: a Semantic Malayalam Question-Answering 

system specifically tailored for COVID-19 care. The primary objective is to facilitate easy access to accurate 

and reliable information for Malayalam-speaking individuals, thereby contributing to their well-being during 

these challenging times. 

Key features of our proposed system include the utilization of semantic mapping and modelling techniques for 

documents. We employ a Word Embedding model, specifically the Continuous Bag of Words (CBOW) 

approach, to achieve semantic representations of Malayalam text. This enhances the system's ability to 

comprehend the nuances of the language and extract meaningful relationships between words, crucial for 

accurate information retrieval. 

The core mechanism for answering queries involves the application of Cosine Similarity. This metric is 

employed to assess the similarity between the semantic representations of the query and relevant documents 

in the dataset. By employing such advanced techniques, our system ensures a nuanced and accurate matching 

process, ultimately leading to more precise and contextually relevant responses. To evaluate the system's 

efficacy, we conducted experiments using our proprietary Malayalam question-answering dataset, 

meticulously curated from reputable sources. The results, as evidenced by the F1 score of 76%, attest to the 

system's reliability and performance in providing trustworthy information related to COVID-19 in the 

Malayalam language. 

As part of our future direction, we are committed to enhancing the effectiveness of our Malayalam word 

embedding model. This involves exploring and implementing more advanced methods to further refine the 

semantic representation of the language. This ongoing improvement aims to bolster the system's understanding 

of the Malayalam language intricacies, ensuring its adaptability to a wider range of queries.Additionally, our 

future work extends beyond the confines of Malayalam and into the realm of open domain questioning. We 

aspire to broaden the scope of the system by experimenting with diverse domains and potentially expanding 

its language capabilities to cater to a more extensive linguistic audience. 

In summary, our Semantic Malayalam Question-Answering system not only addresses the immediate 

information needs of the native population concerning COVID-19 care but also lays the groundwork for 

continuous improvement and expansion into broader linguistic and domain contexts in the future. 
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