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Abstract 

 
With digitalization of data and the rise of World Wide Web, access to 

information has been very easy and affordable. Especially the Web and the 

Internet have boosted research activities by facilitating access to large, 

publicly available medical datasets under open access scheme. These 

developments have resulted in explosive amounts of data being generated 

varying in volume, variety and velocity thus referred to as big data. 

Availability of such medical big data has catalyzed the research in medical 

predictive analytics. However, the true value of such data can be derived only 

after subjecting it to careful processing and analysis before drawing 

inferences from it. Publicly available medical datasets have noise in the form 

of missing values, outliers and data inconsistencies, that may affect the results 

or outcomes negatively. Pre-processing of such data is essential to eliminate 

noisy elements and refine the data to be suitable for further analysis and 

processing. This paper signifies the need for data pre-processing and explains 

the data pre-processing pipeline with various underlying stages constituting it. 

It also presents a comparative analysis of various data pre-processing 

techniques for handling missing values and outliers in a dataset.. 

Keywords: Data, Pre-processing, Missing data, Imputation, Outlier, 

Sampling 

1. Introduction 
Recently, medical predictive analytics has gained a lot of momentum in research community. With 

technologies like machine learning, data mining, big data and cloud computing, analysis of medical or 

clinical data for decision making and improvement of healthcare services has been possible [1,2]. The 

scope of the field is very wide covering clinical decision support, hospital administration 

management, quality of care improvement, pharmacological innovations, public health monitoring 

and so on. In part, such a growth is attributable to easy availability of public medical datasets 

nowadays. However, owing to huge volume and variety of medical data, the task of processing and 

analysis of such data to capture useful insights and information itself is tedious and difficult [2,3].   

Medical data commonly contain missing values and outliers [4-7]. Missing values arise when required 

medical data are either unavailable, unrecorded or are lost. Such values often affect the predictive 

algorithm accuracy negatively [8]. Handling missing values is thus an important pre-processing step. 

Outliers are data values that are abnormal or extreme, lying outside the defined range. They are 

considered as noisy data requiring elimination [7]. Outlier detection and elimination is another 

significant data pre-processing step. Apart from these, a notable and common issue in medical 

datasets is class imbalance problem where the majority of medical records in the dataset belong to one 

particular class leaving very few records in others [7]. In such cases, the accuracy of the predictive 

algorithm is compromised and the result is said to be pseudo-accurate. These issues can be handled by 

data pre-processing, wherein the data is subjected to noise elimination and refinement to obtain better 

prediction results [15,16]. Primarily data pre-processing comprises of four steps- data cleaning, data 

integration, data transformation and data reduction [4,5,9,11]. Fig. 1 shows the data pre-processing 

pipeline. It is not mandatory to have all stages of pre-processing pipeline as it depends on the dataset 

and purpose of research. 

1. Data cleaning refers to elimination of noise from the data including missing values, outliers or 

inconsistent data values. Techniques for handling missing values include complete elimination, 
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mean substitution, probabilistic parameter estimation, kNN-imputation and so on [1,5]. 

Techniques for removal of outliers or inconsistent data include binning, regression, clustering etc. 

[4].  

2. In data integration (or Data consolidation), relevant data from multiple sources are combined 

resulting in heterogeneity and redundant values. It aids in achieving better accuracy with more 

knowledge gathered from many sources. Two significant challenges resulting from data 

integration are processing of heterogeneous and redundant data. Correlation analysis can be used 

to discover redundancy and handle such values appropriately [4].  

 

 

 

 

 

 

Fig 1: Data Pre-processing Pipeline 

3. Data reduction, the next step in pre-processing pipeline aims to reduce the size of the data without 

compromising on the quality. Reducing data to compact form helps in managing the space and 

time complexity in real time when datasets are of huge scale. Some notable data reduction 

techniques include dimensionality reduction and data compression [1,4,9,11].  

4. The final step of data transformation involves converting the reduced data to a form that makes 

further analysis easy and straightforward. Common data transformation techniques include 

smoothing, normalization [10], aggregation etc. [4]. Usually, not all pre-processing steps are 

required for a particular dataset. The selection of pre-processing steps as well as techniques 

depend on the nature of dataset and its characteristics.   

Handling Missing Values 

Missing values occur in most of the datasets and if left untreated, have the ability to impact the 

predictive accuracy negatively [17]. Often their occurrence is attributed to either of the following 

cases- (a) data value unknown (b) data value known but unrecorded (c) data value lost [5]. If the 

dataset is small with lots of missing values, the results are adversely affected, biased and 

misinterpreted [2]. Popular techniques for handling missing values include- 

a) Complete elimination of missing value records - Though it is not best strategy to completely 

eliminate records containing missing values from the dataset, it is still adopted when the dataset is 

very large with few missing values in some records. In such case, it provides easy and fastest 

solution for the problem [1]. 

b) Substitution of a constant- Missing values may also be replaced by a common constant value 

across all records of the dataset, irrespective of feature or the class [3,4].  

c) Data Imputation- This technique refers to substitution of meaningful, approximate estimates for 

the missing values found in the dataset. Following is the explanation of the most common and 

preferred data imputation techniques [5]- 

i. Mean substitution-   In this technique, the missing values of a particular feature are 

substituted by the mean value(average) of the non-missing values of the same feature for a 

given class. The mathematical formula for finding the mean value of ‘n’ non-missing values 

of jth feature of class ‘k’ is- 

 

                                                                                                                                                      
(1) 

ii. Median substitution- This technique involves imputing missing values with median i.e., the 

middle or central value of the dataset. It is more preferred over mean substitution when the 

dataset has skewness(distortion) and outliers are present, since the median provides a much 
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better and correct representation of data than mean. The mathematical formula for median 

imputation value is- 

 

                                                                                           
(2) 

 

iii. Mode imputation- Here, the mode (most frequently occurring value) is used as a replacement 

for missing data. It is more suited when the data values to be imputed are categorical in 

nature.  

            Mode = Most frequently occurring value of the feature 

d) kNN imputation- k-Nearest Neighbors (kNN) is instance-based machine learning algorithm, 

which has been popularly used for data imputation that preserves the prediction accuracy well. It 

finds the replacement for missing value in a record by choosing k nearest neighbors of that record 

using a distance metric. The nearest neighbors are chosen such that they have similar or proximal 

values for rest of the features in the missing value record. In case of numerical feature, the 

missing value is imputed with the average value of the same feature summed over nearest 

neighbor records. When it is a categorical feature, its missing value is replaced by the frequently 

occurring value among the k nearest neighbor records chosen. kNN imputation is highly 

successful but with larger datasets, the time complexity goes on increasing owing to the task of 

finding k nearest neighbors.   

Other data imputation techniques reported in the literature are Multivariate Imputation by Chained 

Equations (MICE) based on logistic regression and predictive mean matching [10] for predicting 

replacement values for missing values. However, this technique works only when the missing values 

have the property of missing at random. Support Vector Regression Imputation [5], Bayesian 

Inference-based Imputation [1], Decision Tree Imputation [8], Miss Forest Imputation [12] method 

are also some of the imputation techniques adopted in previous research works. 

Outlier Elimination 

Outliers are considered to be noisy data which are basically extreme or abnormal data values located 

outside of the normal predefined range of features. They have the potential to hamper the prediction 

results if present in abundance and not managed properly [6,7]. A classification of outliers is provided 

in [13]- 

a) Point outliers- Singular values of features pertaining to multidimensional data types that act as 

outliers. 

b) Contextual outliers- These class of outliers depend on the context such time series, graphical or 

discrete data types They are not random abnormal or out-of-range values rather depend on 

contextual attribute values on which they are dependent. 

c) Collective outliers- Here, instead of one instance acting as an outlier, a collection of data or 

instances together introduce abnormality. 
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(a)                                                                                              (b) 

Fig. 2. Outlier detection – (a) Distance based outlier detection (b) Cluster based outlier detection 

Popular approaches for outlier handling adopted by previous research works are explained below- 

1) Feature Selection- This technique corresponds to selection of small set of highly representative 

features of a given dataset that eliminates less useful features. The selected subset of features are 

highly discriminative and are able to classify the records well. Dimensionality reduction is one 

means of feature selection. F score is also another strategy that computes the discriminative power 

of features [6].  They can be further categorized into filter or wrapper sub-techniques. Filter 

methods make use of the intrinsic feature properties and statistics to select relevant optimal 

feature subset, while wrapper methods involve use of Machine Learning classifier driven feature 

selection [1]. 

2) Instance Selection- This refers to selection of a subset of instances or samples from the dataset 

that better represent the different classes and maximize the chances of classification while 

minimizing the bias or abnormality. Also known as sampling, such techniques are based on 

statistics and select statistically good sample expected to likely increase the classifier performance 

[6]. 

3) Distance based outlier elimination- This technique uses distance metrics for computing similarity 

between features or attributes of the dataset. For any two valid features(non-outliers), a threshold 

value is predefined to denote its similarity range. The outlier detection thus involves scanning 

each of the features to check their similarity using distance metric like Euclidean distance. In case 

the Euclidean distance is greater than the threshold value, the feature is recognized as an outlier 

and is eliminated [Fig. 2(a)]. Example of distance-based outlier elimination technique is Tomek 

Links. They are basically a pair of points that represent neighbouring instances such that one 

belongs to majority class while another is minority class instance. Such two points a and b are 

said to form Tomek link if there does not exist any point c with d(a,c)<d(a,b) or d(b,c)<d(a,b). 

The instance of the majority class is removed as an outlier [10]. 

4) Cluster based outlier elimination- Another popular method of outlier handling is through 

clustering. Clustering involves grouping similar data in particular clusters which define the class 

to which data belong. In a classification problem, the records or instances in a dataset belong to 

one particular class and there may be two or more classes present. Based on the number of 

classes, clustering involves identifying similar data located around a central point or centroid. The 

same strategy is used for identifying outliers when outlier records does not fit into any of the 

clusters identified by their centroids [Fig. 2(b)]. The distance between outlier and centroid of any 

cluster considered is too large to define it as valid record, following which such outliers are 

eliminated. K-means clustering is most common cluster-based outlier handling technique [10]. 

Handling Class Imbalance Class imbalance is real problem apart from missing values and outliers. In 

huge datasets, often one of the class dominates in terms of number of examples it contains than the 

other one.  
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                                           (a)                                                                                               (b) 

Fig. 3. (a) Class imbalance problem showing majority and minority class instances (b) Under-

sampling and Over-sampling techniques When there is high rate of class imbalance, classification 

results are not reliable. Statistical Sampling techniques are used to balance the dataset. Following are 

the most common sampling techniques used for data imbalance addressal [14] - 

1) Random Under-Sampling- This technique involves resampling a training dataset by randomly 

deleting instances from majority class to balance the number of instances in minority class. 

Hence, the name Under-Sampling. However, it is vulnerable to loss of important information if 

applied many times. 

2) Random Over-Sampling- This technique is also category of random sampling however, here 

randomly instances are selected from the minority class and duplicated to fit in majority class. 

The drawback is overfitting of data to the model under certain cases. 

3) SMOTE (Synthetic Minority Oversampling Technique)- It is sampling technique which focuses 

on balancing minority class instances with those in majority class. As the name suggests, 

synthetic samples of the minority class are created such that the number of minority and majority 

classes are near equal. Hence, samples are new additions than redundant ones. the SMOTE 

approach is applied on over-sampled minority classes by creating synthetic examples instead of 

replicating or replacing already existing examples. The majority class samples remain unchanged, 

thus avoiding the overfitting problem. 

4) Distribution-based Over-Sampling- This involves oversampling strategy for data balancing 

however, here synthetic examples are produced following the distribution of original dataset. 

Hybrid Sampling techniques- These involve combination of under-sampling as well as over-sampling 

to balance the dataset while avoiding the problem of overfitting or data loss. 

4.  Conclusion 

Data pre-processing is significant step in any classification problem. It is more required when the 

dataset has been collected from publicly available datasets curated from multiple data sources. This 

paper has presented overview of data pre-processing pipeline and its various stages along with their 

use. The most common and challenging problems of missing data, outliers and class imbalance found 

in public datasets has been discussed with various possible solutions to resolve them. The 

applicability of each of the pre-processing stages and techniques therein depend on the dataset used 

and the research objectives, though ultimate aim of remains noise elimination and data preparation for 

further analysis. 
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